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1 Introduction 

This deliverable gives an overall description and evaluation of current practice in usability 

evaluation of multimodal and natural interactive systems within the areas of expertise of the 

partners. The areas covered include spoken multimodal dialogue systems, vision-based 

systems, haptics-based systems, mixed-reality systems in surgery, and tools for remote 

usability evaluation. Moreover, the report outlines steps towards a usability evaluation 

framework to be further investigated. The present deliverable builds on SIMILAR Deliverable 

D16 which provided an overview of the state-of-the-art in usability evaluation within the 

partner areas mentioned. 

Section 2 on spoken multimodal dialogue systems evaluation outlines current practice 

usability evaluation methods and criteria and discuss problems related to, in particular, criteria 

and their definition and use. Future challenges concerning methods and criteria are outlined. 

The proposal for work towards a framework includes a thorough description of well-defined 

methods and criteria as well as a further investigation of new methods and criteria needed for 

new system types, and of criteria which are not well-defined yet. 

Section 3 on vision-based systems evaluation briefly presents state-of-the-art and main 

challenges in this area. When evaluating vision-based systems focus is on performance in a 

very broad sense, including, e.g., ease of use, but it is not necessarily straightforward how to 

measure performance, and it is not the same set of criteria that is equally relevant for all 

vision-based systems. Evaluation methods are discussed, including experimental methods as 

well as more formal testbed evaluation. With respect to a framework, also this section points 

out the need to list known methods and criteria along with a description of how and when to 

use them. 

Section 4 focuses on usability evaluation of haptics-based systems. Different categories of 

current practice evaluation criteria and methods are presented. A problem with many criteria 

is that they are not well defined. Weaknesses and limitations of current practice in evaluation 

are pointed out and new practices are proposed to overcome some of the current problems. 

Like the previous sections, this section stresses the need for a framework which allows 

evaluators to select a subset of criteria for their next evaluation job. The selection of criteria 

depends, among other things, on the development stage of the system to be evaluated. 

Section 5 concerns usability evaluation of mixed reality systems in surgery. It highlights the 

problem that current practice in evaluation of such systems does not sufficiently address 

human-computer interaction problems and integration in the clinical context. Important issues 

proposed for an evaluation framework include perceptual properties, cognitive properties and 

the naturalness of the interaction process (e.g., functional properties). Also the importance of 

didactic resources for teaching basic and more advanced skills must be evaluated and may be 

included in an evaluation framework. 

Section 6 on tools for remote usability evaluation outlines current practice techniques in 

remote usability evaluation. As challenges for remote usability evaluation it mentions the 

reduction of cost and effort involved in evaluation and that it is important to capture the user‟s 

context of use from many data sources, including emotional state data, to make an appropriate 

evaluation. Issues related to the evaluation of multi-device, migratory, and multimodal 

interfaces are mentioned as important for further investigation with the increasing use of 

mobile devices.  

Section 7 discusses similarities and differences between the areas presented in Sections 2-6 

and discusses whether a single joint framework is likely to be a good idea. 
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2 Usability evaluation issues in spoken multimodal 

dialogue systems 

2.1 Introduction 

Foolproof usability evaluation of spoken multimodal dialogue systems (SMDSs) does so far 

not exist and maybe never will. Nevertheless we should try to improve the current state-of-

the-art. The main problem is that we still know too little about exactly which parameters 

contribute to usability and with which weights. On the other hand, what we know already 

should certainly be used and open issues should be further explored. Usability have in recent 

years moved into focus as an important competitive parameter and is likely to remain 

important since more and more ordinary people with no particular computer skills are using 

an increasing amount of electronic devices which can run spoken multimodal dialogue 

applications. At the same time, applications are becoming increasingly sophisticated and 

powerful which implies new challenges for usability evaluation. 

2.2 Current practice in usability evaluation of spoken multimodal 

dialogue systems 

Usability evaluation should be done throughout the development life cycle and as an 

integrated part of development. When performing a usability evaluation of a system one 

normally uses a particular method and a set of evaluation criteria which specify what to look 

for and evaluate. 

2.2.1 Current practice usability evaluation methods 

A number of different evaluation methods are available, including, e.g., expert reviews, 

heuristic evaluation, cognitive walkthroughs, prototype testing, Wizard-of-Oz, controlled 

laboratory tests, and field tests, see, e.g., http://usabilitynet.org/tools/methods.htm. Which 

method(s) to use depends, among other things, on where in the life cycle the system is and 

which resources are set aside and are available for usability evaluation. It also depends on the 

kind of evaluation one wants to carry out. Diagnostic evaluation has its focus on identifying 

and diagnosing errors in order to repair the system so that they will not appear again. 

Performance evaluation concentrates on measuring the user‟s performance with the system. 

Adequacy evaluation has its main focus on how well the system fits its purpose and meets 

actual user needs and expectations. For example, expert reviews and heuristic evaluation may 

work well for diagnostic evaluation but are not very suitable if the focus is on user 

performance. For realistic measurements of many aspects of performance an implemented 

system is needed whereas adequacy may very well be measured by using, e.g., a Wizard-of-

Oz simulated system. The above usability evaluation methods belong to current practice and 

do not only apply to SMDSs but are general to software systems.  

As mentioned in SIMILAR deliverable D16, it is common with respect to task-oriented 

systems to run a test involving users on two different prototypes or systems and then compare 

their usability based on the test results. A related exercise is to test two system versions, e.g., 

with and without an animated agent, to see which effect the agent has on the usability results. 

A fairly rarely used method is theory-based evaluation. The problem with theory-based 

evaluation is that it requires a theory and for many issues no theory is (yet) available.  
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In our opinion there exists a fair range of evaluation methods which can help designers and 

developers improve the usability of their systems. The main problem related to methods is 

probably a resource problem where „resources‟ refer to both people, time and money. There 

must be people with the right skills to select one or more suitable methods and people who are 

familiar with the method(s) to be applied. There must be time to conduct usability testing, and 

there must be a reasonable budget in terms of money to do it. 

2.2.2 Current practice usability evaluation criteria 

Evaluation can be quantitative or qualitative, subjective or objective [Dybkjær and Bernsen 

2000]. Quantitative evaluation consists in quantifying some parameter through an 

independently meaningful number, percentage etc. which in principle allows comparison 

across systems. Qualitative evaluation consists in estimating or judging some parameter by 

reference to expert standards and rules. Subjective evaluation consists in judging some 

parameter by reference to users‟ opinions. Objective evaluation produces subject-independent 

parameter assessment. Ideally, we would like to obtain quantitative and objective progress 

evaluation scores for usability which can be objectively compared to scores obtained from 

evaluation of other SMDSs. However, many important usability issues cannot be subjected to 

quantification and objective expert evaluation is sometimes highly uncertain or non-existent. 

There are general standards for measuring the usability of software and these standards may 

also be used in the evaluation of SMDSs. For example ISO 9241-11 on usability defines 

usability as [http://www.tau-web.de/hci/space/i7.html]: 

“the extent to which a product can be used by specified users to achieve specified goals 

with effectiveness, efficiency and satisfaction in a specified context of use” 

Effectiveness, efficiency and satisfaction are then defined as follows: 

Effectiveness: The accuracy and completeness with which specified users can achieve 

specified goals in particular environments. 

Efficiency: The resources expended in relation to the accuracy and completeness of goals 

achieved. 

Satisfaction: The comfort and acceptability of the work system to its users and other 

people affected by its use. 

Effectiveness is often measured as task completion rate, efficiency is measured as time to task 

completion while satisfaction data are obtained via a questionnaire given to users. However, 

these three measures are very overall and several parameters contribute to each of them. 

Therefore, many other criteria or parameters should be considered for use as well when 

evaluating the usability of a system. For example, at http://www.tau-

web.de/hci/space/x12.html usability is also defined as having to do with: 

Learnability: The ease with which new users can begin effective interaction and achieve 

maximal performance, including predictability, synthesizability, familiarity, 

generalizability, and consistency. 

Flexibility: The multiplicity of ways in which the user and system exchange information, 

including dialogue initiative, multi-threading, task migratability, substitutivity, and 

customizability. 

Robustness: The level of support provided to the user in determining successful 

achievement and assessment of goals, including observability, recoverability, 

responsiveness, and task conformance. 
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However, there are several definitions of what usability exactly is and correspondingly of how 

to measure it. A second (and newer) ISO definition (ISO/IEC 9126-1 on product quality), cf. 

http://www.hostserver150.com/usabilit/tools/r_international.htm, is: 

Usability: the capability of the software product to be understood, learned, used and 

attractive to the user, when used under specified conditions. 

Thereby parameters such as attractiveness, understandability, and operability are introduced 

as issues that should be considered in the evaluation of usability. 

Looking at the SMDS literature, many other criteria than those already mentioned are also 

used, including, e.g., modality appropriateness, adequacy (of, e.g., modality understanding, 

output phrasing, output representation, error handling, feedback, and emotion expression), 

quality (of output such as voice, graphics, and animation), naturalness (of, e.g., interaction 

and embodied agent), ease of use (of, e.g., system and devices), frequency of interaction 

problems, sufficiency (of, e.g., domain coverage, reasoning capabilities, and user modelling), 

task success rate, error correction rate, and many more. These should be considered for use as 

well when evaluating the usability of a system. 

One major problem with criteria is to make the right selection for a given usability test of a 

given system. For an evaluator it is important to know the whole range of criteria which may 

influence usability in order to make a proper selection of criteria for his/her specific 

evaluation purpose. However, it is difficult to make an exhaustive list. One reason is that 

people sometimes use different terms for more or less the same issue and the same term is not 

always equivalent with one criterion measured in one and the same way. Another reason is 

that we probably don‟t know them all. 

A second major problem is that many usability criteria are vaguely defined which makes it 

hard to evaluate a system with respect to these criteria because it becomes difficult to 

determine if the result was successful. For example, one may ask what is “adequate output 

phrasing”? How does one determine, when looking at test results, if output phrasing was 

adequate or not? This problem is not made easier with new system types that require new 

criteria. Such new criteria also require a solid definition. 

2.3 Future challenges in usability evaluation of spoken multimodal 

dialogue systems 

Today‟s challenges for usability evaluation of SMDSs relate both to how to carry out an 

evaluation (method) and to the choice of what to evaluate, i.e., which criteria to use and 

possibly how to define these criteria if they are new, and to figuring out what the evaluation 

results actually tells about the usability of a given system.  

2.3.1 Challenges in usability evaluation methods 

The methods mentioned in Section 2.2.1 are very general but nevertheless well-suited for 

SMDS evaluation even though they are not tailored to SMDSs. The most specialised method 

of those mentioned is perhaps the Wizard-of-Oz method which is very well suited when the 

speech modality is involved. Many usability evaluation methods require testing with users 

followed by data analysis. Such methods are resource heavy but they also provide input which 

it may be impossible to obtain from other evaluation types, such as an expert evaluation. On 

the other hand, e.g., an expert review or a heuristic evaluation may provide useful information 

which one would not get from a test with users. In other words, no existing usability 

evaluation method is able to capture all aspects of usability. Thus it is normally preferable to 

apply more than one method in the course of the software development life cycle.  
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Tailored methods may be said to exist in the form of guidelines which provide detailed 

suggestions for what (not) to do in a particular kind of system interface, e.g., in web interfaces. 

Theory-based methods may also provide a tailored approach. In the area of SMDSs, 

evaluation based on properties from modality theory [Bernsen 2002] has been suggested 

[Elting et al. 2002] but is far from having been fully explored. Future challenges consist both 

in pursuing approaches like modality theory-based evaluation further and to look into new 

theories which may form the basis for new theory-based or guideline-based evaluation 

approaches. Theory-based and guideline-based methods are cheap to apply because they don‟t 

require user interaction. On the other hand, a theory-based method can only provide feedback 

within the scope of what the theory covers. Thus, modality theory-based evaluation would 

give input on the use of modalities and modality combinations but not, e.g., on how prompts 

should be phrased or which colours and font types to use on the screen. 

2.3.2 Challenges in usability evaluation criteria 

Measuring usability is difficult because we don‟t know exactly how to measure it. At the end 

of the day, it is the users who decide if they find a system more or less usable, but as 

developers and vendors we would of course like to be able to predict the users‟ reactions with 

a high probability. However, some basic problems are that we don‟t know exactly which 

parameters makes a user happy – maybe it even differs across users - we don‟t know what the 

contribution of each parameter is to user satisfaction, some parameters we don‟t know how to 

measure apart from asking users, and for some new or upcoming application types we may 

not know for sure what it is important to measure. We may even have to redefine old criteria 

and invent new ones.  

Very many usability evaluation criteria are of a qualitative nature. Most of these may be 

measured objectively as well as subjectively. However, when measured in both ways, results 

may often differ. What may be optimal from an objective point of view is not necessarily 

identical to what all users find optimal when asked. Users often have different preferences 

which, e.g., may be due to old habits or resistance to learn something new. Thus, user 

preferences are important and may be a key parameter in the measurement of usability.  

There are not yet many results that show what happens to users‟ perception of usability over 

time. Truly, people may get accustomed to basically anything, but this does not mean that 

they become happy with the usability of a system. They may just use a system because there 

is nothing better or because they are required to use it. However, there is no doubt that time 

may change users‟ perception of a system to the better or to the worse. Their preferences for, 

e.g., modalities may change. 

In some recent SMDSs, parameters such as educational value and entertainment value have 

become of interest. To measure these parameters one may of course ask the user but one may 

also look at, e.g., learning effect over time (for educational value) or time spent with a system 

(entertainment value), although one should be careful here because much time spent does not 

necessarily imply that the users had a good time. Maybe they just struggled to solve a 

problem.  

Task success rate is a quantitative measure which has been used for many years in task-

oriented systems. However, even for task-oriented systems, the definition of how to measure 

task success rate is not straightforward, cf. the discussion in [Dybkjær and Dybkjær 2004]. 

The problem lies in what to count as a task. When we move away from task-oriented systems 

and towards more free conversational systems without any particular task we may define a 

parameter called conversation success rate. No doubt this parameter is important but there is 

no good definition yet of how to measure it. 
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2.4 Conclusion 

We have briefly outlined and evaluated current practice in usability evaluation of SMDSs and 

we have discussed new challenges.  

When working towards an evaluation framework which is among the next steps to pursue, our 

proposal will be to do what we can to outline possibilities explicitly. This includes, among 

other things, to explain at least the most commonly used usability evaluation methods, 

including when to use them and what their advantages and disadvantages are. We will also 

describe a multitude of evaluation criteria, possibly grouped according to some categorisation. 

Each criterion should be explained and possible ways in which to use the criterion in actual 

evaluation should be proposed. Examples of use may also be included.  

Furthermore, it should be kept in mind that a framework should be open for continuous 

changes and additions in a systematic way. 
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3 Usability evaluation issues in vision-based systems 

3.1 Introduction 

Currently, the development of human-computer interfaces which enable a more natural 

communication mode for human beings is a very active area of research [Carroll 2002].  

People naturally communicate through gestures, expressions, movements. Research work in 

natural interaction is to invent and create systems that understand these actions and engage 

people in a dialogue, while allowing them to interact naturally with each other and the 

environment. People shouldn‟t need to wear any device or learn any instruction, interaction is 

intuitive. Natural interfaces follow new paradigms in order to respect human perception [Valli 

2004]. 

Different techniques are emerging in order to create new natural (and thus non invasive) 

communication approaches with the machine world: whole body gesture based, point-at 

gesture based and facial based. They all have in common the fact that the innovation and 

attractiveness of this new way of interacting makes up with a certain lack of precision that 

make them still unsuitable for sensitive areas (i.e. medicine, engineering…). For the time 

being, there is still an inevitable trade-off between precision and natural interaction to be 

made.  

Human-Computer Interaction (HCI) in three dimensions is not well understood, and there are 

few 3D applications in common use. Moreover, the complications of 3D interaction are 

magnified in immersive virtual environment (VE) applications: characteristics such as 

inaccurate tracking and lack of access to traditional input devices cause the design of user 

interfaces (UIs) and interaction techniques (ITs) for immersive VEs to be extremely difficult. 

Despite these difficulties, we maintain that there are complex applications for which 

immersive VEs are desirable, so special attention needs to be paid to the design and 

implementation of ITs for these applications.  

3.2 Current practice in vision-based systems 

The goal of gesture recognition is not to measure metrical parameters of a motion, but to 

recognize the intention that the action signifies. The same action may have different meanings 

in different contexts. To make machines able to recognize purposeful motor activities, 

processing algorithms need to deal with the great variety of shapes and styles a gesture can 

assume. 

Since Myron Krueger‟s visionary work in the mid-1970s [Krueger 1983], this research area 

has been mainly aimed at a whole new branch in the interactive world: virtual immersion and 

mixed reality, and thus to the fields of the multimedia arts, entertainment and edutainment 

industry. These are three areas where precision is not a priority, and where visual feedback 

can be used as a very good backup in order to make this approximativeness go virtually 

unnoticed. Furthermore, end-user satisfaction is very much linked to how the application is 

comparable to previous similar ones. All these factors combined, and since this realm of 

vision-based applications is completely novel, we can say that user‟s satisfaction is often met, 

even when using simple techniques.  

The Eye Toy © [Sony 2002. http://www.eyetoy.com] is the most straightforward example. 

With its very simple technique: frame to frame comparison, it has been able to achieve a 

massive success combining it with creative and intuitive content (this technique requires only 
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10 percent of the PlayStation 2‟s processing power, leaving a hefty 90 percent to render all 

the other graphic features). A vast majority of visual-based artistic and/or commercial 

displays don‟t need much more complex algorithms (other than their own sensibility and 

creativity) in order to achieve stunning effects [http://www.reactrix.com], 

[http://www.playmotion.com].  

Only in the next stage, the one that uses human feature extraction, is some kind of tracking 

possible. At that stage, exact human features are robustly detected and tracked [Correa et al. 

2004, Umeda et al. 2004], enabling more evolved and demanding applications, such as three-

dimensional navigation and more realistic immersive environments. 

The main challenge with whole body feature extraction is that new tracking methods are 

needed. Indeed, this kind of motion correspondence problem needs to match different points 

(often five different points) that can have very irregular trajectories, and that are very 

dependent, thus generating frequent auto-occlusions and/or fusions. Some probabilistic 

methods have been needed at this point to tackle this problem [Cox 1993]. 

The following sections are largely inspired by Doug A. Bowman‟s Thesis: Interaction 

Techniques for Common Tasks in Immersive Virtual Environments: Design, Evaluation, and 

Application. 

3.3 Evaluation issues in vision-based systems 

The goal of a usability methodology is to test the performance of vision-based systems. But 

what is performance? We could focus almost exclusively on speed, or time for task 

completion. Speed is easy to measure, is a quantitative determination, and is almost always 

the primary consideration when evaluating a new processor design, peripheral, or algorithm.  

Another performance measure that might be important is accuracy, which is similar to speed 

in that it is simple to measure and is quantitative. But in human-computer interaction, we also 

want to consider more abstract performance values, such as ease of use, ease of learning, and 

user comfort.  

Indeed, more than any other computing paradigm, virtual environments involve the user – his 

senses and body – in the task. Thus, it is essential that we focus on user-centric performance 

measures. If a vision-based system does not make good use of the skills of the human being, 

or if it causes fatigue or discomfort, it will not provide overall usability despite its 

performance in other areas.  

3.3.1 Range of evaluation methods 

Research in Human-Computer Interaction (HCI) has introduced a wide range of interface 

evaluation techniques. Evaluators have a choice regarding the statistical validity of their tests, 

the number of users involved, the time and effort required, and the results they wish to 

achieve. In this research, we feel that many of these techniques are appropriate for various 

stages of evaluation. 

Initially, we come to look at these interaction tasks and techniques with very little concrete 

information, except our experience with them in applications, and in a few cases the published 

evaluations of others. Our first goal is to establish a taxonomy and perform categorization, but 

this is difficult given limited information. Therefore, in many cases it is appropriate to 

perform some informal evaluation at the beginning to gain a base of understanding of both the 

task and techniques. This may take the form of a guideline-based evaluation, where one or 

more usability experts try the techniques and note obvious problems and successes. In many 

cases, since there are few guidelines or experts in this field to draw from, an informal user 

http://www.reactrix.com/
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study would be useful, in which a few users try out the techniques on some representative 

tasks, and their general performance and comments are noted. Finally, if the techniques have 

already been implemented as part of an application, a usability study with some quantitative 

measures may provide some good information. 

3.3.2 Testbed evaluation 

The experimental methods and other evaluation tools discussed above can be quite useful for 

gaining an initial understanding of interaction tasks and techniques, and for measuring the 

performance of various techniques in specific interaction scenarios. However, there are some 

problems associated with using these types of tests alone. First, while results from informal 

evaluations can be enlightening, they do not involve any quantitative information about the 

performance of interaction techniques. 

Without statistical analysis, key features or problems in a technique may not be seen. 

Performance may also be dependent on the application or other implementation issues when 

usability studies are performed. 

On the other hand, formal experimentation usually focuses very tightly on specific technique 

components and aspects of the interaction task. Techniques are not tested fully on all relevant 

aspects of an interaction task, and generally only one or two performance measures are used. 

Finally, in most cases, traditional evaluation takes place only once and cannot truly be 

recreated later. Thus, when new techniques are proposed, it is difficult to compare their 

performance against those that have already been tested. 

Therefore, we propose the use of testbed evaluation as the final stage in our analysis of 

interaction techniques for universal virtual environments interaction tasks. This method 

addresses the issues discussed above through the creation of testbeds, i.e. environments and 

tasks that involve all of the important aspects of a task, that test each component of a 

technique, that consider outside influences (factors other than the interaction technique) on 

performance, and that have multiple performance measures. 

As an example, consider a proving ground for automobiles. In this special environment, cars 

are tested in cornering, braking, acceleration, and other tasks, over multiple types of terrain, 

and in various weather conditions. Many quantitative and qualitative results are tabulated, 

such as accuracy, distance, passenger comfort, and the “feel” of the steering. 

The testbeds will allow us to analyze many different ITs in a wide range of situations, and 

with multiple performance measures. Testbeds are based on the formalized task and technique 

framework discussed earlier, so that the results are more generalizable. Finally, the 

environments and tasks are standardized, so that new techniques can be run through the 

appropriate testbed, given scores, and compared with other techniques that were previously 

tested. 

3.3.3 Application of results 

Testbed evaluation produces a set of results that characterize the performance of an 

interaction technique for the specified task. Performance is given in terms of multiple 

performance metrics, with respect to various levels of outside factors. These results become 

part of a performance database for the interaction task, with more information being added to 

the database each time a new technique is run through the testbed.  

The last step in our methodology is to apply the performance results to VE applications, with 

the goal of making them more useful and usable. In order to choose interaction techniques for 

applications appropriately, we must understand the interaction requirements of the 
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application. We cannot simply declare one best technique, because the technique that is best 

for one application will not be optimal for another application with different requirements. 

For example, a VE training system will require a travel technique that maximizes the user‟s 

spatial awareness, but this application will not require a travel technique that maximizes 

point-to-point speed. On the other hand, in a battle planning system, speed of travel may be 

the most important requirement. 

Therefore, applications need to specify their interaction requirements before the correct ITs 

can be chosen. This specification will be done in terms of the performance metrics which we 

have already defined as part of our formal framework.. 

3.4 Conclusions: Summary of methodology 

For each universal interaction task, the process begins with informal evaluation techniques: 

observation, user studies, and/or usability evaluations. These should lead to an understanding 

of the task and the space of possible techniques, which allows us to create a taxonomy and to 

categorize existing and proposed ITs, and may also inspire the creation of new techniques. 

We can also list outside factors influencing performance and performance measures at this 

time. Once this formal framework is in place, we can perform more formal experiments, 

involving specific task and technique components and performance measures. 

These results, along with our design framework, may lead to the design and implementation 

of novel techniques for the task. Also, experimentation may cause some reworking of the 

initial taxonomy. When the formal framework is judged complete, we can move to the final 

analysis step: testbed evaluation. Use of the testbed with a range of techniques and 

performance measures produces a dataset of results for the given task, which can then be used 

to make an informed choice of ITs for the target application(s), given their performance 

requirements. 

In practice, these are some examples of aspects that can be taken into account in our testbeds: 

 The Learning curve: Time needed for the user to perform a first useful action. 

 Fatigue: number of interactions a user can conduct one after the other without being 

tired/fed-up. 

 Friendliness: The ease of use of the particular interaction mode, its compatibility with 

the physical abilities of the user. 

 Effectiveness: The accuracy and completeness with which specified users can achieve 

specified goals in particular environments. 

 Efficiency: The resources expended in relation to the accuracy and completeness of 

goals achieved, notably overall time spent. 

 



 

 

17 

4 Usability evaluation issues in haptics-based systems 

4.1 Introduction 

The performance of a haptic interface depends on the mechanical characteristics of the haptic 

devices used and the control system architecture [Sjostrom2001a, Sjostorm2001b]. Currently 

there is a number of widely accepted specifications that haptic-based systems need to follow 

in order to be considered usable. Measurements [Burdea1996] have resulted in maximum 

exertable forces that can be controlled by a human and frequencies that can be perceived 

satisfactorily. It is crucial that haptic devices and the controlling software provide feedback in 

the range of the forces that can be controlled by the users and with update frequencies that can 

be perceived by them. These measures need to be taken into account so as to design and 

develop usable haptic interfaces. However, following the above-mentioned requirements does 

not ensure the creation of user-friendly haptic-based systems.  

There are several methodologies used to perform usability evaluation of haptic-based systems 

(HS). Usability evaluation of HSs is based both on objective and subjective criteria. In some 

cases evaluation of a haptic system may vary significantly when different scenarios are 

considered, since haptic interaction applications involve in most cases 3D environments. 

Changing the scenario (i.e. the 3D environment) is similar to changing position and/or size of 

buttons in a GUI and thus changes the usability of the overall system. Additionally, in some 

cases, haptic-based systems are developed as simulations of real environments (either as 

training environments or as intermediate evaluation steps before creating real prototypes). In 

these cases, the usability evaluation of the haptic-based system does not aim to measure the 

ease of use of the system but how similar it is to its real replica. 

In order to estimate the usability of existing HSs several procedures have been proposed. 

Currently, the evaluation procedures utilize a number of criteria to measure the user 

acceptance to specific haptic systems and to extract useful information for the added value, if 

any, produced by the use of haptics.  

This section is organized as follows. Subsection 4.2 presents criteria and methodology 

currently used for the evaluation of haptic systems. Uncertainties and other issues that could 

be improved are discussed in Subsection 4.3. Finally, Subsection 4.4 aims to outline an 

evaluation framework for haptic-based systems as a conclusion to the presented study. 

4.2 Current practice in haptics – based systems 

Usability in haptic-based systems involves several issues such as anatomy, physiology, 

psychology and design. Usability evaluation is performed to ensure that products and 

environments are comfortable, safe and efficient for people to use, as well as to ensure that a 

product fits the target users‟ needs. This section aims to classify evaluation criteria currently 

used for the evaluation of HSs to four categories: the well-defined, standard, frequently used 

and “known to be useful” criteria.  

Well-defined evaluation criteria: This category includes evaluation criteria, where the 

measured values can be defined accurately and relations between the values and the system 

usability are also well defined. The criteria might be application specific or not. Such criteria 

are based on the measurement of specific metrics, such as distance, angles and time. Using 

such metrics it is possible to measure position, shape and rotation accuracy, and timing. These 

criteria provide useful information on the usability of haptic-based environments and their 
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performance on specific actions or tasks, such as object size discrimination using haptic 

devices. Well-defined criteria can be used to estimate the added value provided by integrating 

haptic-based interaction into an existing system as well as to compare different haptic 

interfaces that aim to perform the same task. Usually this kind of evaluation takes place in the 

first steps of the implementation in order to allow designers and developers to proceed 

securely in the creation of user-friendly haptic-based systems. However, it is also important 

for the evaluation of complete systems, since it can provide specific results and measures for 

their usability [Feygin et al. 2002], [Emery2003], [WangMacKenzie 2000], [Burdea1996]. 

Standard evaluation criteria: This category includes evaluation criteria that are considered as 

standard in the evaluation of HSs but are not well-defined criteria. The criteria might be 

application specific or not. 

Such criteria include psychophysical methods and questionnaires involving users before, 

during and after the evaluation test procedure in order to review what the users are expecting, 

doing and what is their impression of the examined system [Tzovaras 2004], [Sener et. al. 

2002] [Esch-Bussemakers & Cremers 2004], [Yu2002].   

The questionnaires usually include questions about the mental demand, physical demand, 

performance level achieved, fatigue, etc. The main drawback of this evaluation procedure is 

that it is not objective and requires a large user group to provide reliable results. 

Frequently used evaluation criteria: This category includes evaluation criteria that are 

frequently used in a variety of HSs. This category is similar to the standard evaluation criteria 

category, however, criteria in this case are not yet accepted as standard in the area, but are 

widely used by many researchers. 

Such criteria include measures of user error rates and retries (times a user is performing the 

same task to complete it successfully) [Kaster et. al.2003] 

“Known-to-be useful” evaluation criteria: This category includes criteria that have been 

proved useful in cases of haptic-based systems. However, they are not widely accepted and 

usually are application or task specific. 

The known-to-be useful criteria are used to identify specific advantages or disadvantages of a 

system. Indicatively time delay is measured in a distributed haptic system and evaluation is 

performed to estimate acceptable delays in the system [Shen et. al. 2004]. 

4.3 Evaluation issues in haptic – based systems 

Usability evaluation of HSs using the criteria described provides information required to 

design and develop such systems. Although criteria have been proven useful in the past in 

many cases, they are not sufficient to measure the performance of the systems. This 

subsection aims to identify weak points of the currently used criteria and propose new in 

order to overcome the problems caused by them. 

The use of specific metrics, such as size discrimination, for the usability evaluation of HSs 

allows identifying the functionalities that a system can support. However, these criteria focus 

only on specific measures and not to the end user preferences. Thus, although they are 

suitable to perform evaluation for HSs they do not allow the evaluation of the overall usability 

of the system since they do not record the users‟ preferences using direct input from them. 

Psychophysical criteria, on the other hand, perform the evaluation of the system based on 

questionnaires filled by the users. This allows recording of users‟ preferences and recording 

of the overall acceptance of the system. However, this kind of evaluation is subjective and 

requires a large number of users in order to provide reliable results. Psychophysical methods 

used for usability evaluation are suitable for testing systems that are approaching a final form 
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but not for systems at an early development stage. The main reason is that during early 

development stages data relevant to the functionalities that the system supports are more 

important, while during final stages of development the way that supported functionalities 

should be used is more important.  
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Figure 1. Usability evaluation procedure. 

Measuring of users’ error rate is another important criterion used for usability evaluation. 

Since most users are not familiar to haptics it is expected that they will make errors while 

using a HSs. This measure can be used to compare the usability of different interfaces that 
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aim to perform the same tasks as well as to identify how easy it is for users to get used to the 

interface of the HS.  

Similar to that is the measure of retries performed before a successful task completion. 

Both criteria can be assumed objective when applied to a large number of end users. Since 

most users are not familiar to haptics, it is possible that error rates and retries may have 

relatively high values compared to the use of conventional user interfaces. Thus, in this case, 

it is important to study the evolution of the measures through time in order to get results 

concerning the usability of a system and how easy it is for users to get used with it.  

The aforementioned weaknesses of the criteria described, prove that usability evaluation 

requires following a framework in order to avoid ambiguities in the results. The following 

diagram (Figure 1) proposes a general framework to perform usability evaluation of HSs. The 

selections of the evaluation criteria to be satisfied depend on the development stage of an 

application. However in order to proceed to a next development stage it is important to satisfy 

all the criteria selected for each stage. 

4.4 Conclusions 

In this section current practice and criteria in usability evaluation of HSs and identified 

weaknesses of the currently used criteria are described. Also methods and criteria used for the 

usability evaluation of HSs are classified in categories depending on their characteristics. 

Weak points are identified in each case and practices that can be used to overcome these 

weaknesses are proposed. Finally, an abstract framework is proposed in order to support the 

design of usability evaluation tests for HSs. 
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5 Usability evaluation issues in mixed reality systems in 

surgery 

5.1 Introduction 

With the advent of mixed reality systems into many surgical and training specialties 

interactions based on traditional input and output devices are not effective in a mixed scenario 

as it distracts the user from the task at hand and may create a severe cognitive seam. Having 

multiple sources of information and two worlds of interaction (real and virtual) involves 

making choices about what to attend to and when. New interaction paradigms and 

visualization techniques centred on the user‟s task focus need to be investigated and evaluated. 

On the other hand VR simulators are enhancing surgical training and enabling new ways for 

skills assessment. The key question is how these skills are transferred from the virtual world 

to the operating room, and how the different trainees and experts in surgical training believe 

this transfer occurs. The influence of fidelity, augmented virtuality capabilities and other 

simulation resources needs to be investigated for optimal simulation design. 

5.2 Augmented reality systems 

5.2.1 Current practice in image-guided systems  

In D16 we have presented validation criteria for Image-guided surgery systems. Such 

validation criteria are related to a device or a process and involve the following criteria: 

accuracy, precision, robustness, consistency, fault detection, computation time and functional 

complexity. 

In fact just validating these criteria we will not address problems found during man-computer 

interaction and integration in the clinical context. Such issues will be discussed as follows. 

5.2.2 Evaluation issues in augmented reality systems 

(Case study: Image-guided application described in D17) 

Besides the validation criteria that are applied to a device or a process we should take into 

account the usability criteria to assess the interaction technique of this new paradigm of 

interaction. 

At most basic level a multimodal-augmented reality system should contain at least four 

components: 

1. Sensors, for determining user, platform or environment state (for instance how to 

perceive the real world) 

2. Inference engine or classifier to evaluate incoming sensor information (for instance 

registration techniques to align virtual information to the real scene)  

3. Adaptive user interface (for instance visualization of the augmented scene according 

to the user‟s view)  

4. Underlying computational architecture to integrate these components. 

In reality a fully functioning system would have many more components, but these are the 

most critical for inclusion as an augmented interaction system. Independently, each of these 

components is fairly straightforward. Much of the ongoing augmented interaction research 
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focuses on integrating these components to ”close the loop,” and create computational 

systems that adapt to their users, tasks or environment. 

As has been discussed in many previous works, humans have well documented limitations in 

attention, memory, learning, comprehension, sensory bandwidth, visualization abilities, 

qualitative judgments, serial processing and decision making. For an augmented system to be 

successful it must identify at least one of these bottlenecks in real time and alleviate it through 

a performance enhancing mitigation strategy. These mitigation strategies are conveyed to the 

user through the adaptive interface and might involve: modality switching (between visual, 

auditory, & haptic), intelligent interruption, task negotiation and scheduling, and assisted 

context retrieval via book marking. When a user state is correctly sensed, an appropriate 

strategy chosen to alleviate the bottleneck, the interface adapted to carry out the strategy and 

the resulting sensor information indicates that the aiding has worked – only then has a system 

“closed the loop” and successfully augmented the user‟s interaction. 

In this sense our first proposed framework should be able to evaluate the interaction in terms 

of: 

How, where and when the information will be delivered to the user (e.g. perceptual properties) 

will reflect how easy or hard the information will be interpreted by the user (e.g. cognitive 

properties) and how natural the interaction process (e.g. functional properties) will be. 

5.2.3 Designing for continuous interaction 

We have proposed a first evaluation framework entitled: “Designing for continuous 

interaction”. This framework takes into account all properties related to the development of an 

augmented reality system to support continuous interaction. 

Continuous interaction is the capability of the system to promote a smooth interaction 

scheme during task accomplishment considering perceptual, cognitive and functional 

properties.  

Perceptual property 

The perceptual property of continuity is defined as an ability of the system to make all data 

involved in the user‟s task available in one perceptual environment in order to avoid changes 

in the user‟s focus. The following design aspects may have influence while evaluating the 

perceptual property: 

 User’s interaction focus: is sorted by degree of realityvirtuality. The user could be 

either performing a task in order to manipulate or modify an object in the real world 

(when the task focus is on the real world), or an object in the virtual world (when the 

task focus is on the virtual world). 

 Insertion context: it is sorted according to the distance at which each device displaying 

the interaction space is inserted in the environment relative to the user‟s position and 

the user‟s task focus. 

 Depth Cues: involves perceptive issues such as accommodation, convergence, 

binocular parallax, motion parallax, occlusion, shades, shadows, perspective, colours 

and brightness, tactile sense, texture, … 

 Spatio-temporal links: fusion mechanisms related to the spatial arrangement and 

temporal synchronisation. 

Cognitive property 

The cognitive property is defined as an ability of the system to ensure that the user will 

correctly interpret the perceived information and that is correct with regards to the internal 
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state of the system. The following design aspects may have influence while evaluating the 

cognitive property: 

 Language: defined by device + modality chosen. It is related to the sensory channels 

used to interpret the information. The modality is sorted by level of complexity and 

dimensionality, starting with basic modalities such as text (1D) and image (2D) and 

finishing with more complex and structured modality type such as those found in 3D 

animation and immersive environments. 

 Consistency: close to or far from the real concept. 

 Spatio-temporal links: fusion mechanisms related to the spatial arrangement and 

temporal synchronisation. 

Functional property 

The functional property is related to the effort of the user in experiencing a new interaction 

mode. This property is quite related to the functional complexity criteria defined in D16 

where: 

Functional complexity concerns the steps that are time-consuming or cumbersome for the 

operator. It deals both with man-computer interaction and integration in the clinical 

context and has a relationship with physician acceptance of the system or method. The 

degree of automation of a method is an important aspect of functional complexity (manual, 

semi automatic or automatic). 

We have identified two different levels of functional property: interaction and task levels.  

 Interaction level: it is related to the interaction complexity and it involved the 

following design aspects: 

o Connection type: it is sorted by level of complexity in registering information. 

Environments with static links (i.e. where  links between the real and virtual 

world are established during design time) are considerably less complex than 

environments in which all links are established during execution time. 

o Transform type: is arranged according to users‟ level of familiarity with the 

tuple action/effect. Thus real action with real effect is highly familiar, while 

virtual action with virtual effect is highly unfamiliar. 

o Adaptation type: open (need another process to properly adapt) or self-

adaptive. 

 Task level – it is related to the continuity of the task trough the different contexts and 

it involves the following design aspects: 

o Temporal links: intra-context task continuity 

o Saving/Recovering task content and context: inter-context task continuity. 

5.3 Surgical VR simulators 

Surgical simulators have nowadays two main goals: training and skill assessment. Technology 

and scientific knowledge are still immature for other applications like mission rehearsal or 

surgical credential. Usability is then understood as the capability of the simulator to achieve 

training or skill assessment with effectiveness, efficiency and satisfaction, a concept very 

close to validation. 
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5.3.1 Current practice in VR surgical simulators 

The main validation tool for surgical simulators is the study that proofs how surgical skills are 

transferred from VR to the operating room. It is done with prospective, randomized and 

blinded surgical trials where novice surgeons are trained in different ways. In the field of 

laparoscopic surgery, the MIST-VR simulator has been recently validated with this kind of 

studies [Seymour et al. 2002; Grantcharov et al. 2004], what has been considered as a 

landmark [Fried 2004]. On the other hand acceptance of trainees and experts in surgical 

training is usually assessed by face validity studies [Schijven and Jakimowicz 2002], whose 

main drawback is its subjectivity. More details about current practice are explained in D16. 

5.3.2 Evaluation issues in VR surgical simulations 

Tension often exists between the design and evaluation of surgical simulations. A lack of high 

quality published data is compounded by the difficulties of conducting longitudinal studies in 

such a fast-moving field [Kneebone 2003]. Although the evidence for the inherent validity 

and reliability of several simulators is satisfactory, evidence for their ability to predict future 

operating room performance is lacking. Some common problems with the studies include the 

lack of universally agreed metrics, the lack of a „„gold standard‟‟ for operating room 

performance, the variety of simulators used with differing levels of validity and reliability, the 

differing skill levels of the trial participants, and the small sample sizes seen to date [Feldman 

et al. 2004]. 

One of the most controversial dilemmas in simulation design is the incorporation of force 

feedback (FF). Trocar friction can hide tactile information [Picod et al. 2005], but perception 

is enhanced with FF both in grasping [Tholey et al. 2005] and pulling [Lamata et al. 2005a] 

manoeuvres. More studies comparing the effectiveness of simulation with and without FF 

[Kim et al. 2003] are needed for assess its importance for training transfer.  

On the other hand acceptance of simulators is very influenced by its fidelity. Surgeons have a 

very high expectation about what VR represents. They imagine a system that emulates 

perfectly the behaviour of a human body. There is a need of a shift from this conception to 

what VR technologies can really offer, with their strengths and limitations.  

Summarising there is a need of identifying which individual resources and their combinations 

available in VR simulation technologies are most important for laparoscopic training. The 

next section presents a conceptual framework for the analysis, design and evaluation of 

surgical simulators which offers guidelines to formulate and contrast hypotheses about the 

effectiveness, efficiency and satisfaction of surgical simulation. 

5.3.3 Framework of simulation resources 

We propose a taxonomy for the different resources available in VR simulation, which is 

considered as a didactic means to meet different training needs, using several didactic 

resources. Basically these resources are defined and classified in three main categories: 

Fidelity, Virtual and Evaluation resources. Fidelity resources refer to the different levels of 

realism offered by a simulator in its interaction and behaviour. They can be further divided 

into sensorial, mechanical and physiological. Computer resources are features unique to a 

computer simulated environment that can enhance training, like cues and instructions given to 

the user to guide a task, or to manage a training program. Evaluation resources are metrics to 

evaluate performance, follow up progress and ways to deliver constructive feedback to the 

user.  
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This taxonomy is a first step to assess the relationship between simulation design and training 

effectiveness. Our taxonomy reveals in detail how the different didactic resources are used by 

different commercial simulators [Lamata et al. 2005b]. Future research will concentrate on a 

thorough evaluation of the importance of different didactic resources to teach basic and more 

advanced laparoscopic skills. Randomized and blinded surgical trials where novice surgeons 

are trained in different ways is the best methodological approach. [Lamata et al. 2005]. 

5.4 Conclusions 

As conclusion of the analysis of augmented reality systems we have proposed a first 

evaluation framework entitled: “Designing for continuous interaction”. This framework takes 

into account all properties related to the development of an augmented reality system to 

support continuous interaction. On the other hand, didactic resources offered by surgical 

simulators have been categorized as a framework to formulate and contrast hypotheses about 

the effectiveness, efficiency and satisfaction of surgical simulation. 
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6 Issues in tools for remote usability evaluation 

6.1 Introduction 

In remote usability evaluation users and evaluators are separated in time and/or space. There 

are many reasons for remote evaluations. Often evaluators have not available a usability 

laboratory because it is expensive and requires the user availability to move to it for the tests. 

In addition, the evaluation can provide more meaningful results if users interact with the 

application in their daily environment. 

Usability evaluation is an increasingly important part of the user interface design process, but, 

it can be expensive in terms of time and human resources, and automation is therefore a 

promising way to augment existing approaches which are using more and more remote testing 

techniques, made more and more affordable also by the evolving technology. Web 

applications are one example of applications that can benefit from remote evaluation. While a 

Web site can easily be developed using one of the many tools available able to generate 

HTML from various types of specifications, obtaining usable Web sites is still difficult. 

Indeed, when users navigate through the Web they often encounter problems in finding the 

desired information or performing the desired task. With over 30 million Web sites in 

existence, Web sites have become the most prevalent and varied form of human-computer 

interface. At the same time, with so many Web pages being designed and maintained, there 

will never be a sufficient number of professionals to adequately address usability issues 

without automation [Ivory and Hearst 2001] as a critical component of their approach.  

In the next sections we provide an overview of remote usability evaluation techniques. 

6.2 Current practice in remote usability evaluation  

With the refinement of instrumentation and monitoring tools, user interactions are being 

captured on a much larger scale than ever before. In order to obtain meaningful evaluation it 

is important that users interact with the application in their daily environment. Since it is 

impractical to have evaluators directly observe users' interactions, interest in remote 

evaluation has been increasing.  

In [Castillo et al. 1998] the authors introduce the user-reported critical incident method 

(originally called semi-instrumented critical incident gathering) for remote usability 

evaluation, and describe results and lessons learned in its development and use. The findings 

indicate that users can, in fact, identify and report their own critical incidents, which reveal 

useful for the evaluation.  

Some work has highlighted that through logging keystrokes and web pages on a given site, we 

could infer patterns of user behaviour that indicate usability problems or other design 

deficiencies. This possibility has obvious attractions for web designers, but in the HCI 

usability research it has been argued that it is not possible to identify usability problems 

without access to the use context, to the users tasks and goals and to the user's own reports of 

what counts as a problem for them. 

Among other methods for remote usability evaluation we can also cite remote questionnaire 

or surveys. 

In the paper of Ivory and Hearst [2001] authors present an extensible survey of usability 

evaluation methods, organized according to a new taxonomy that emphasizes the role of 

automation. The survey analyzes existing techniques, identifies which aspects of usability 
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evaluation automation are likely to be of use in future research, and suggests new ways to 

expand existing approaches to better support usability evaluation. From this paper, within the 

usability testing class, automated capture of usage data is supported by two method types: 

performance measurement and remote testing. Remote testing methods enable testing 

between a tester and participant who are not co-located: the evaluator is not able to observe 

the participant directly, but can gather data about the process over a computer network. 

Remote testing methods are distinguished according to whether a tester observes the 

participant during testing.   

Same-time different-place and different-time different-place are two major remote testing 

approaches [Hartson et al. 1996]. In same-time different-place or remote control testing the 

tester observes the participant‟s screen through network transmissions and may be able to 

hear what the participant says via a speaker telephone or a microphone affixed to the 

computer. Software makes it possible for the tester to interact with the participant during the 

test, which is essential for techniques such as the question-asking or thinking-aloud protocols 

that require such interaction. The tester does not observe the participant during different-time 

different-place testing. An example of this approach is the journaled session [Nielsen 1993], 

in which software guides the participant through a testing session and logs the results.  

Remote testing approaches allow for wider testing than traditional methods, but evaluators 

may experience technical difficulties with hardware and/or software components (e.g., 

inability to correctly configure monitoring software or network failures). This can be 

especially problematic for same-time different-place testing where the tester needs to observe 

the participant during testing. Most techniques also have restrictions on the types of UIs to 

which they can be applied. This is mainly determined by the underlying hardware (e.g., PC 

Anywhere only operates on PC platforms) [Hartson et al. 1996].  

As far as Web UIs are concerned, the Web enables remote testing and performance 

measurement on a much larger scale than is feasible with WIMP interfaces. There are three 

solutions to log user interactions: server-side, proxy, client-side. Similar to journaled sessions, 

Web servers maintain access logs and automatically generate a log file entry for each request. 

However, server logs cannot record user interactions that occur only on the client side (e.g., 

use of within page anchor links or back button), and the validity of server log data is 

questionable due to caching by proxy servers and browsers. Client-side logs capture more 

accurate, comprehensive usage data than server-side logs because they allow all browser 

events to be recorded. Such logging may provide more insight about usability. On the 

downside, it requires every Web page to be modified to log usage data, or else use of an 

instrumented browser or special proxy server. In WebRemUsine a solution to ease such 

modification has been applied by just automatically including a JavScript in all the pages that 

have to be evaluated. Using these client-side data, the evaluator can accurately measure time 

spent on tasks or particular pages as well as study use of the back button and user 

clickstreams. Proxy-server based solutions are even less intrusive and not require any 

modification in the Web application to evaluate but they limit their analysis to the page 

accessed and are not able to capture the local user interactions. 

In addition, due to the increasing diffusion of mobile devices, it has been put more and more 

attention to the need of remotely testing UI for mobile devices. For instance, in the paper 

[Waterson et al. 2002] the authors discuss a pilot usability study using wireless Internet-

enabled personal digital assistants (PDAs), in which they compare usability data gathered in 

traditional lab studies with a proxy-based clickstream logging and analysis tool, and found 

that this remote testing technique can more easily gather many of the content-related usability 

issues, but device-related issues are more difficult to capture.  
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More recent studies [Tullis et al. 2002] have confirmed the validity of remote evaluation in 

the field of Web site usability. Some work [Lister 2003] in this area has been oriented to using 

audio and video capture for qualitative usability testing. In [Paganelli and Paternò 2003] 

authors provide more quantitative data for supporting their analysis. In this paper they present 

a tool for performing remote usability evaluation of Web applications without requiring 

expensive equipment. Indeed, the tool is able to automatically analyse the information 

contained in Web browser logs and compare it with task models specifying the designer 

model of the possible users behaviours when interacting with the application in order to 

identify whether and where users interactions deviate from those envisioned by the system 

design and represented in the model. An improved version of WebRemUsine has been 

developed [Paternò, Piruzza, Santoro, 2005] in order to consider also multimodal information 

regarding the users interactions with the system obtained through browser logs, eye-tracking, 

and WebCams. 

6.3 Challenges in remote usability evaluation 

As we have seen in previous sections, several methods have been developed for conducting 

remote usability evaluation, but each suffers from some drawback - e.g., time-consuming data 

capture, costly data analysis, inapplicability to real users doing real tasks in their normal work 

environment, or need for direct interaction between user and evaluator during an evaluation 

session. Future challenges in remote usability evaluation methods should try to develop a 

cost-effective method for remotely evaluating usability of real-world applications that 

overcomes these drawbacks, trying to maximise the information gathered on the users and the 

associated context, so as to interpret better user actions, which is really critical for remote 

evaluation due to the fact that the evaluator may be distant in space and time from the users. 

Another challenge is to minimise the effort for performing the evaluation, both in terms of 

hardware/software required and their configuration, maximising the flexibility of the 

automatic tools used for the evaluation, which should automatically identify the best options 

to be configured depending on the current user‟s context of use, network 

capabilities/limitations etc. Such tools should be able to identify the most appropriate 

techniques to be applied especially when more and more natural interactions are expected by 

the users, then different devices and modalities (and often also combinations of) might be 

concurrently used. For instance, the tools should be able to integrate and appropriately weight 

the data collected so as to order to better identify the context of use and better interpret the 

user‟s actions. To give an example, in this situation it is clear that logging pen/key-strokes for 

mobile devices might give information useful, but, taking into account that the user might be 

on the go, even more useful should be to record the surrounding environment, which might 

affect the mobile users‟ actions more than the user at the desktop system. 

6.3.1 Remote evaluation for multi-device user interfaces 

The growing diffusion of devices has opened a lot of issues for evaluating multi-device user 

interfaces.  

Denis and Karsenty [Denis and Karsenty 2003] focus on the usability of a multi-device 

system and introduce the concept of inter-usability to designate the ease with which the users 

can reuse their knowledge and skills for a given functionality when switching to other devices. 

In this paper a framework for achieving inter-usability between devices is proposed. It is 

based on two components: (i) a theoretical analysis of the cognitive processes underlying 

device transitions, and (ii) an exploratory empirical study of the problems in using 

functionalities across multiple devices. 
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Another issue to be considered for remote evaluation of multi-device user interfaces is 

mobility. Different factors impact the user experience when users are mobile using their PDA 

to access the web. Some of these factors are external to the experience, such as noise, 

distractions and movement and they might have an impact on the user. Effective remote 

usability evaluation techniques should be able to gather information about the possibly 

changing contexts. In addition, depending on the remote usability evaluation technique used, 

the information should be customised depending on the specific device/modality used. For 

instance, if a logging tools is used to record the users‟ actions, different information should be 

provided depending on the different device used, and such information should be 

accompanied with information about the current context of use, so as to better interpret the 

recorded information, especially because with mobile devices the contexts of use may 

extensively vary. 

6.3.2 Remote evaluation for migratory user interfaces 

As far as criteria for evaluation of migratory user interfaces, it is important to note that a 

user‟s familiarity with a web page is important from the point of view of the usability. When a 

user first uses a web page, they establish a mental model of the page based on the structural 

organization of the information, such as visual cues, layout and semantics [Albers and Kim 

2000; Danielson 2003; Spence 2001]. A primary objective when transforming a web page for 

different devices is to minimize the user effort in re-establishing the existing mental model of 

the original page. Danielson [2003] introduced the concept of transitional volatility and 

described two ways the web is volatile: web sites can change over time and within sites users 

can experience different navigation structures. Danielson [2003] found that a highly volatile 

session increased disorientation and decreased user navigation abilities. When users switch 

between devices to use the same web page, this introduces a new type of volatility: 

transformation volatility [Watters & MacKay 2004]. Transformation volatility results from 

changes to the look, design, layout and even content when using the same web page on 

different devices. Transformation volatility is a measure of change to navigation, layout, 

content and readability from one device to another. When a user accesses a web page on a 

desktop and uses the same web page on their laptop, the transformation volatility is small. But 

when the user uses the same web page on their PDA the transformation volatility is 

substantial, so, evaluating the impact of such switch might be useful for evaluating how 

previous experience (gathered from the version which the user feels familiar with) might be 

re-used in a different one, also evaluating how much the design respects a similar design 

through the different versions. Then, the evaluation should consider the effectiveness of 

adapting analogies found in systems with which users are already familiar (the presence of a 

common coherent framework of the pages through the different devices, should enable users 

to re-use their previous knowledge even with they visit a site through a new device). 

Another dimension that should be evaluated with migratory user interfaces is the interaction 

continuity of the user interface when the user switch devices, which is at the basis of the 

theory of migratory user interfaces. The extent to which the change between the devices is 

transparent to the user should be evaluated, together with the degree of user‟s awareness of 

the fact that the migration process is occurring. 

6.3.3 Remote evaluation of multimodal information regarding the user behaviour 

Remote usability evaluation should also consider multimodal user interfaces. For instance, in 

(MultiModal WebRemUsine) authors discuss what information can be provided by automatic 

tools able to process multimodal information on users gathered from different sources, so as 
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to provide the most effective remote usability evaluation of websites. The collected 

information ranges from browser logs to videos to eye-tracking data, and the approach 

proposed tries to integrate such data in order to derive the most complete information for 

analysing, interpreting and evaluating the users while visiting a website, by taking into 

account the factors that might affect the performance of the users. The proposed approach is 

supported by a tool – MultiModal WebRemUsine, which has been improved over the years in 

order to include and handle more and more information and provide additional features. In 

one of its first versions [Paganelli and Paternò 2003], the tool was just able to automatically 

analyse the information contained in Web browser logs and compare it with task models 

specifying the ideal behaviour of users interacting with the application and representing the 

actual Web site design in order to identify where users interactions deviate from those 

envisioned by the system design and represented in the model. However, such information 

revealed soon rather limited because when users visit a webpage, their attention can be 

captured by different areas of the same page and this information cannot be derived just 

analysing log files, which are only able to track just physical interactions of the user with the 

application (e.g. scrolling, clicking, etc.). Eye tracking is a technique able to allow for 

deriving the current area of interest of the user by following the user‟s gaze. Thus, it helps 

evaluators in discovering the navigation strategies of the users visiting the web site and 

analysing the impact of different areas of the page. This enables easy identification of 

possible problematic parts of the page. However, there are situations in which even the eye-

tracker data may result inadequate to provide sufficient information for effective evaluation. 

Indeed, a user may look at the same portion of the page for quite different reasons, and such 

reasons could not be discovered by just analysing eye-tracking information. For instance, 

users might delay in staring at a certain point of the page because they might not be aware of 

having found the requested information and still look for it or, alternatively, they are aware of 

having achieved the goal and thus are interested in further reading the information found. In 

both cases, a video-based analysis might provide useful information for interpreting the 

different impacts of the same page on users: for instance, it might highlight situations where, 

although the logged information and user‟s gaze might make evaluators conclude that the user 

has successfully completed the expected task, a puzzled expression of the user should force 

the evaluator to re-interpret the collected data and derive, more realistically, that the user has 

completed the task but might not realised it, which is still a signal of a usability problem in 

the page. So, this simple example shows how important is integrating all the data that is 

possible to capture on user (and possibly also on the environmental/contextual conditions in 

which the user interaction takes place) in order to perform the most comprehensive evaluation. 

Moreover, it is worth pointing out that, apart from the data provided by the eye-tracker, which 

still remains a rather expensive technology, the approach proposed has the remarkable 

advantage to allow evaluators to identify usability problems even if the analysis is performed 

remotely, which might contribute to keep at minimum the evaluation costs and allows the 

users to remain in their familiar environments during the evaluation, improving the 

trustworthiness of the evaluation itself. 

6.3.4 Remote evaluation tools 

It is worth pointing out that the previous criteria are basically related to the specific types of 

user interfaces (multidevice, multimodal, etc.) considered. Combinations of the issues related 

to such different user interfaces should also be considered (e.g. evaluate if the appropriate 

modality has been used for carrying out a certain task on a certain device). 
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However, as far as the tools for remote evaluation are concerned, a future challenge for 

automatic tools for performing remote usability evaluation is represented by the assessment of 

how easy to configure, use and learn are the tools themselves. Indeed, some approaches might 

have some limitations in terms of hardware and software components (such as video recorders 

and logging software), while other might have additional requirements on the preparation 

necessary to be actually ready to use them. 

6.4 Conclusions 

We have briefly outlined the state of art in remote usability evaluation and some current 

challenges for this type of approach. In particular, the possibility of remotely evaluating 

mobile or multi-device applications is important along with the ability of considering many 

sources of information regarding the user and the surrounding environment. This includes 

also the possibility of detecting the emotional state of the user, which can heavily affect how 

tasks are accomplished. Indeed, the advances in technology is more and more allowing 

evaluators to afford sophisticated hardware and software able to collect information about 

remote users interacting. This allows evaluators to extend the data collected regarding the user 

behaviour and state, including the emotional state, in order to have a more complete analysis 

of what happens during task accomplishment and better identify the potential usability issues 
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7 Towards a framework for usability evaluation 

Sections 2-6 have outlined and evaluated current practice in usability evaluation in important 

areas of multimodal and natural interactive systems and in tools in support of remote usability 

evaluation of such systems. This section aims to point to similarities and differences between 

the areas presented in the previous sections and discusses why one joint framework might not 

be feasible. 

7.1 Similarities and differences 

Sections 2-6 all discuss how to evaluate (method) and what to evaluate (criteria), and Section 

6 also mentions tools in support of evaluation.  

With respect to how to evaluate, there seems to be general agreement that a range of usability 

evaluation methods are available and useful independently of which area of multimodal and 

natural interactive systems is being addressed. The evaluator needs to know which methods 

are available, how they are used, their advantages and drawbacks, which issues they cover and 

what they do not help evaluate, etc. On this background, and given information on the 

development stage of the system to be evaluated, the resources available, the focus of the test, 

and possibly other issues related to the development project, the evaluator should be able to 

choose the most appropriate usability evaluation method(s) for his/her purpose. 

As regards what to evaluate, there exists a multitude of evaluation criteria. However, there is 

no such thing as a standard set of evaluation criteria, and the criteria mentioned in the 

different sections only have some partial overlaps. There is agreement that the criteria which 

are relevant in a concrete evaluation situation differ. Thus, a framework must list possibilities 

but should not impose the use of one particular set of criteria. The choice of a relevant subset 

of criteria should be left to the evaluator in the concrete situation. 

The choice of evaluation criteria is tightly related to issues, such as the purpose of the 

evaluation, the type of application, and the development stage of the system. Basically, there 

is agreement that performance criteria in a very broad sense are crucial and that information 

about the context of use is important, not least with respect to applications on mobile devices. 

Some performance criteria can be measured quantitatively, e.g., the time to carry out a task 

and the error rate, while others must be measured qualitatively or even subjectively, e.g., 

naturalness of interaction, ease of use, and perceived cognitive load. In any case, a criterion 

must be well-defined in some sense for an evaluator to use it and for others to interpret the 

results unambiguously. Quantitative criteria may be easier to define than qualitative ones. For 

example, the time it takes to complete a task is easy to measure and understand. However, 

even quantitative measures are not always that simple. Error rate, e.g., may be defined in 

several ways with borderline cases. In order to count the number of errors, one needs an exact 

definition of what kind(s) of error we are looking for and what must be counted as an error. 

Qualitative criteria may be even more tricky to define, which means that attempts at 

definitions are often ambiguous, unclear and open for interpretation. For example, ease of 

learning may be defined as “How easy is it to learn the main system functionality and gain 

proficiency to complete the job” [http://www.informatik.uni-

bremen.de/gdpa/def/def_u/USABILITY.htm], but this definition does not tell us precisely 

how to measure learnability. A much more strict definition would be, e.g., that ease of 

learning will be measured in terms of which percentage of users is able to perform a given 

(number of) basic task(s) within a given time frame. Thus, e.g., the system may be declared as 
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easy to learn to use if 90% of novice users manage within the set time frame. Subjective 

criteria typically involve some amount of interpretation. Even Likert scale questions which 

are often included in questionnaires where users are asked to score a number of statements on 

a scale between 1 and 5 or 1 and 7, require interpretation. Free-style answers to questions, 

such as “was it fun to use the system” and “how was the quality of the speech synthesis” are 

likely to require even more interpretation. This can hardly be avoided but the process may 

perhaps be supported better than it is today. 

7.2 One or more frameworks for usability evaluation? 

On the basis of the previous sections and the above discussion, the question to be investigated 

is if we can create a usability evaluation framework which, at least to some extent, will make 

life easier for evaluators and give evaluation results that are easier to compare and interpret 

than is the case today.  

Another open question is if it makes sense to go for one joint usability evaluation framework 

for the whole area of multimodal and natural interactive systems – or at least for the sub-areas 

covered by the partners.  

Regarding usability evaluation methods, a joint framework definitely seems realistic since the 

methods used are general across application types and sub-areas. In particular, new evaluators 

would no doubt benefit from a thorough and general description of evaluation methods 

available, including explanations of advantages and disadvantages, when they are useful, what 

they help evaluate and what they do not help evaluate, which method combinations may be 

useful, etc. 

Also tools for remote usability evaluation would probably fit into a joint framework with a 

description of what they can and cannot do, what to be aware of, how to use them, etc. 

Concerning evaluation criteria, the question of one or more frameworks is a much more open 

one which should be further explored. Some criteria are quite closely related to a particular 

sub-area of multimodal and natural interactive systems, e.g., intelligibility of speech synthesis, 

while others are much more general, such as ease of use, but may be defined in different ways.  

A framework dealing with evaluation criteria should pay attention to differences in definition 

and use across sub-areas. If this is not possible to do in a proper way, then it may be better to 

have a criteria framework per sub-area. A framework should include known evaluation 

criteria along with a proper definition and one or more proposals for how to use them in 

evaluation.  

Future work in the SIMILAR SIG on usability evaluation will further investigate the 

challenges involved in establishing one or several usability evaluation frameworks and will 

explore new as well as not yet well-defined evaluation criteria as part of the implementation 

of the framework(s) decided upon. 
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