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Introduction 

Since the early 2000s, interactive systems designers, developers, and 
evaluators have increasingly been focusing on tapping into the enormous 
potential of multimodality and multimodal systems. In this chapter, we 
discuss and define the notions of modality and multimodality followed by 
presentation of a theory and taxonomy of all modalities of information rep-
resentation in the media of graphics, acoustics, and haptics. The final part 
of the chapter discusses practical uses of the theory, in particular with re-
spect to the issue of modality choice and the idea of predictive construc-
tion of multimodal representation from unimodal modalities. 

What is a Multimodal System? 

An Enigma 

Somewhat surprisingly, given the enormous attention to multimodal sys-
tems world-wide, there is still a certain amount of confusion about what 
multimodality actually is. To understand multimodality, it seems important 
to understand why this confusion persists.  

The term ‘modality’ itself is not overly informative. One of its relevant 
senses is to be a manner of something; another, the so-called sensory mo-
dalities of psychology, i.e., vision, hearing, etc., but, as we shall see, the 



‘modalities’ of ‘multimodality’ cannot be reduced to the sensory modali-
ties of psychology. 

Historically, the term ‘modality’ already appears in something close to 
its present-day meaning in Bolt’s early paper on advantages of using com-
bined speech and deictic gesture [Bolt 1980]. Another early appearance is 
in [Hovy and Arens 1990] who mention written text and beeps as different 
examples of forms of representing information as output from, or input to, 
computer systems.  

Today, the following two definitions or explanations of multimodality 
are perhaps among the more widespread ones. 

1. A multimodal system is a system which somehow involves several 
modalities. 

This is both trivially true and quite uninformative about what multimodal-
ity actually is. The definition does, however, put a nice focus on the ques-
tion: what are modalities? It would seem rather evident that, if something – 
a system, interaction, whatever - is multimodal, there must be other things 
which are unimodal and which combine to make that something multimo-
dal. However, another explanation often seems to be lurking in the back-
ground: 

2. A multimodal system is a system which takes us beyond the ancient 
and soon-to-become-obsolete GUI (Graphical User Interfaces) 
paradigm for interactive systems. Multimodal systems represent a 
new and more advanced paradigm for interactive systems, or, quoting 
[Oviatt and Cohen 2000]: “Multimodal systems are radically different 
than standard GUIs”. 

This view probably helps explain the sense of novelty and adventure 
shared by many researchers and developers of multimodal systems today. 
However, as an explanation of multimodality, and although still near-
vacuous as to what multimodality is, this one is actually false and seriously 
misleading. Even though there are several more informative attempts at 
definitions and explanations of multimodality around, these all imply that 
GUI systems are multimodal systems. Furthermore, GUI-based interaction 
is far from obsolete, it’s a useful paradigm which is just far more familiar 
and better explored than most other kinds of multimodal interaction. 

A Solution 

To see why multimodality still has a lot of unexplored novelty to it, why 
the sensory modalities of psychology only far too insufficiently account 
for the modalities there are, and why GUIs are nevertheless multimodal, 
we need a theory of what’s involved. The basic notions of that theory are 



interaction, media, modalities, and information channels, which we will 
now look at in turn. 

Human-Computer Interaction and Media 

Human-computer ‘interaction’ is, in fact, exchange of information with 
computer systems, and is of many different kinds which we need not go 
into here (for a taxonomy, see [Bernsen and Dybkjær, in press(a)]). Ex-
change of information is ultimately a physical process. We never exchange 
information in the abstract even if we are very much used to thinking and 
reasoning about information in abstract terms. When humans exchange in-
formation, the information is physically instantiated in some way, such as 
in sound waves, light, or otherwise. In fact, humans are traditionally said 
to have five or six senses for physically capturing information, i.e., sight, 
hearing, touch, smell, taste, and, if this one is counted as well, propriocep-
tion. These are the sensory modalities of psychology.  

Correspondingly, let us say that information, to be perceptibly commu-
nicated to humans, must be instantiated in one or more of the following six 
physical media, i.e.: 

 
• light / vision / graphics; 
• sound waves / hearing / acoustics; 
• mechanical touch sensor contact / touch / haptics; 
• molecular smell sensor contact / smell / olfaction; 
• molecular taste sensor contact / taste / gustation; and 
• proprioceptor stimulation (as when you sense that you are being 

turned upside down). 
 
It is useful to define each medium through a triplet as above, the first 

element referring to the physical information carrier, the second to the per-
ceptual sense needed for perceiving the information, and the third one to 
information presentation in that medium. Note that this entails a non-
standard use of the term ‘graphics’ in English, because the graphics mo-
dalities come to include not only graphical images and the like, but also, in 
particular, ordinary text. 

To the above we need to add a point about human perceptual thresh-
olds. If a human or system is to succeed in getting dispatched physically 
instantiated information perceived by a human recipient, the instantiation 
must respect the limitations of the human sensors. For instance, the human 
eye can only perceive light within a certain band of electromagnetic fre-
quency (approximately 380-780 Nm); the human ear can only perceive 



sound within a certain Herz band (approximately 18-20.000 Herz); touch 
information must be above a certain mechanical force threshold to be per-
ceived and its perception also depends on the density of touch sensors in 
the part of human skin exposed to the touch; etc. In other words, issuing an 
ultrasonic command to a soldier will have no effect because no physically 
instantiated information will be perceived by the soldier. 

Modalities 

We can now define a ‘modality’ in a straightforward way: 
3. A modality or, more explicitly, a modality of information 

representation, is a way of representing information in some physical 
medium. Thus, a modality is defined by its physical medium and its 
particular “way” of representation. 

It follows from the definition that modalities do not have to be percepti-
ble by humans. Even media do not have to be perceptible to humans. So 
modalities don’t even have to be represented in physical media accessible 
to humans, since there are physical media other than the six media listed 
above, all of which are partly accessible to humans. In what follows, we 
focus on modalities perceptible to humans unless otherwise stated. 

Now we need to look at those “ways” of information representation be-
cause these are the reason for having the notions of modalities and multi-
modality in the first place. The simple fact is that we need those “ways” 
because humans use many and very different modalities for representing 
information instantiated in the same physical medium and hence perceived 
by the same human sensory system. Consider, for example, light as physi-
cal medium and vision as the corresponding human sense. We use vision to 
perceive language text, image graphics, facial expression, gesture, and 
much more. These are different modalities of information representation 
instantiated in the same physical medium. 

Although the above example might be rather convincing on its own, it is 
useful to ask why the mentioned modalities are considered to be different. 
There are two reasons. The first one is that all modalities differ in expres-
siveness, i.e., they are suited for representing different kinds of informa-
tion. A photo-realistic image, for instance, is generally far better at ex-
pressing how a particular person looks than is a linguistic description. The 
second reason is to do with the properties of the recipient of the informa-
tion represented, perceptual, cognitive, and otherwise. For instance, since 
the blind do not have access to the medium of light, we primarily use the 
acoustic and haptic media to represent information to the blind. But again, 
since different modalities differ in expressiveness, we need all the modali-
ties we can implement for information representation for the blind, such as 



speech and Braille test for linguistic information, haptic images, etc. Even 
if two particular representations are completely equivalent in information 
content and instantiated in the same medium, the human perceptual and 
cognitive system works in such a way that each of the representations may 
be preferable to the other depending on the purpose of use. For instance, if 
we want a quick overview of trends in a dataset, we might use, e.g., a static 
graphics bar chart, but if we want to study the details of each data point, 
we might prefer to look at an informationally equivalent static graphics ta-
ble showing each data point. 

As the above examples suggest, we may actually have to reckon with a 
considerable number of different modalities. 

Input and Output Modalities 

Given the considerable number of different modalities there are, it is good 
practice to specify if some particular modality is an input modality or an 
output modality. For instance, what is a “spoken computer game”? This 
phrase does not reveal if the system takes speech input, produces speech 
output, or both, although these three possibilities are very different from 
one another and circumscribe very different classes of systems. By tradi-
tion, we say that, during interaction, the user produces input modalities to 
the system and the system produces output modalities to the user. And the 
point is that, for many multimodal systems, the set of input modalities is 
often different from the set of output modalities. 

Another important point about input and output modalities is that we 
can form the abstract concepts of (i) the class of all possible input modal-
ities that can be generated by humans and (ii) the class of all possible out-
put modalities that can be perceived by humans. These two classes are 
asymmetrical. This follows from the limitations of the human sensory sys-
tem as a whole both as regards the physical media it is sensitive to and its 
biologically determined sensory thresholds. Computers, on the other hand, 
can be made far more discriminative than humans on both counts. Com-
puters can sense X-rays and other exotic “rays” (alpha, beta, gamma etc.), 
radar, infrared, ultraviolet, ultrasound, voltage, magnetic fields, and more; 
can sense mechanical impact better than humans do; and might become 
capable of sensing molecular-chemical stimuli better than humans do. This 
means that computers: (i) have more input modalities at their disposal than 
humans have; (ii) have or, in some cases, probably will get, far less restric-
tive sensory thresholds for perceiving information in some particular mo-
dalities than humans; and (iii) can output information that humans are in-
capable of perceiving. This is useful for interactive systems design because 



it allows us to think in terms of, e.g., human interaction with a magnetic 
field sensing application which no human could replace. 

This point about input/output modality asymmetry raises many interest-
ing issues which, however, we shall ignore in the following. Let us simply 
stipulate that we will only discuss multimodal interaction in maximum 
symmetrical conditions, i.e., we will discuss multimodal input/output in-
teraction based on the physical media humans can perceive and to the ex-
tent that humans can perceive information instantiated in those media. 

Unimodal and Multimodal Interactive Systems 

We can now define a multimodal interactive system. 
4. A multimodal interactive system is a system which uses at least two 

different modalities for input and/or output. Thus, [IM1,OM2], [IM1, 
IM2, OM1] and [IM1, OM1, OM2] are some minimal examples of 
multimodal systems, I meaning input, O output, and Mn meaning a 
specific modality n. 

Correspondingly,  
5. A unimodal interactive system is a system which uses the same single 

modality for input and output, i.e., [IMn, OMn]. 
An over-the-phone spoken dialogue system is an example of a unimodal 

system: you speak to it, it talks back to you, and that’s it. Other examples 
are a Braille text input/output dialogue or chat system for the blind, or a 
system in which an embodied agent moves as a function of the user’s 
movements. There are lots more, of course, if we make creative use of all 
the modalities at our disposal. Still, the class of potential multimodal sys-
tems is exponentially larger than the class of potential unimodal systems. 
This is why we have to reckon with a quasi-unlimited number of new mo-
dality combinations compared to the GUI age. 

Why GUIs are Multimodal 

It is probably obvious by now why GUI systems are multimodal: standard 
GUI interfaces take haptic input and present graphics output. Moreover, 
both the haptic input and the graphics output involves a range of individu-
ally different modalities. 

Which Modalities are There? 

Given the definition of a modality of information representation as a way 
of representing information in a particular physical medium, and given the 



limitations of human perceptual discrimination we have adopted as a frame 
for the present discussion: which and how many input and output modali-
ties are there? From a theoretical point of view, we would like to be able 
to: (i) identify all unimodal or elementary modalities which could be used 
to build multimodal interfaces and enable multimodal interaction; (ii) 
group modalities in one or several sensible ways, hierarchically or other-
wise; and (iii) provide basic information on each of them. 

From a practical point of view in design, development, and evaluation, 
we would like to have: (iv) a practical toolbox of all possible unimodal in-
put/output modalities to choose from; (v) guidelines or something similar 
for which modality to use for a given development purpose; and (vi) some 
form of generalisation or extension from unimodality to multimodality.  

If possible, the contents of the theory and the toolbox should have vari-
ous properties characteristic of scientific theory, such as being: transpar-
ently derived from unambiguous first principles, exhaustive, well-
structured, and empirically validated. We do, in fact, have much of the 
above in modality theory, a first version of which was presented in [Bern-
sen 1994]. Modality theory will be briefly presented in this section. Other 
fragments contributing to the desiderata listed above, as well as fragments 
missing, are discussed in the final section of this chapter. 

Deriving a Taxonomy of Input/Output Modalities 

Table 1 shows a taxonomy of input/output modalities. The scope of the 
taxonomy is this: it shows, in a particular way to be clarified shortly, all 
possible modalities in the three media of graphics, acoustics and haptics, 
which are currently the all-dominant media used for exchanging informa-
tion with interactive computer systems. Following the principle of symme-
try introduced above, the taxonomy only shows modalities that are percep-
tible to humans. The taxonomy is claimed to be complete in the sense that 
all possible modalities in those media are either shown in the taxonomy or 
can be generated from it by further extension downwards from the generic 
level. What this means will become clear as we proceed. 
The taxonomy is represented as a tree graph with four hierarchical levels, 
called super level, generic level, atomic level, and sub-atomic level, re-
spectively. The second-highest (generic) level is derived from basic prin-
ciples or hypotheses. For the detailed derivation, see [Bernsen 2002]. In 
what follows, we sketch the general ideas behind the derivation in the form 
of a meaning representation tree (Figure 1) and then describe the taxonomy 
itself.  
Table 1. A taxonomy of input and output modalities (next page).  



 
Super 
level Generic Level Atomic level Sub-atomic level 

1. Sta. an. graphic elements   
2. Sta-dyn an. acoustic ele-
ments   

3. Sta-dyn an. haptic ele-
ments 4a. Sta.-dyn. gest. discourse  

 4b. Sta.-dyn. gest. lab. 5a1. Typed text 
4. Dyn. an. graphic 4c. Sta.-dyn. gest. notation 5a2. Hand-writ text 
 5a. Written text 5b1. Typed lab. 
5. Sta. non-an. graphic 5b. Written lab. 5b2. Hand-writ lab.  
 5c. Written notation 5c1. Typed not. 
 6a. Spoken discourse 5c2. Hand-writ not.  
6. Sta.-dyn. non-an. acoustic 6b. Spoken lab.  
 6c. Spoken notation 
 7a. Haptic text 
7. Sta.-dyn. non-an. haptic 7b. Haptic lab. 
 7c. Haptic notation 
 8a. Dyn. written text 
8. Dyn. non-an. graphic 8b. Dyn. written lab. 
 8c. Dyn. written notation 

 8d. Sta.-dyn. spoken dis-
course 

 8e. Sta.-dyn. spoken lab. 

Linguistic 
modalities 

 8f. Sta.-dyn. spoken not. 
9. Static graphic 9a. Images 
 9b. Maps 
 9c. Compos. diagrams 
 9d. Graphs 
 9e. Conceptual diagrams 
10. Sta.-dyn. acoustic 10a. Images 
 10b. Maps 
 10c. Compos. diagrams 
 10d. Graphs 
 10e. Conceptual diagrams 
11. Sta.-dyn. haptic 11a. Images 
 11b. Maps 
 11c. Compos. diagrams 
 11d. Graphs 

Legend 
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tion 

en 

 
an
dyn = dynamic 
gest = gesture 
lab = labels 
/keywords 
non-an = no
analogue 
not = nota
sta = static 
writ = writt
 

 11e. Conceptual diagrams  

12. Dynamic graphic  Facial expres-12a. Images 12a1.
sion 

Analogue 

 Gesture 

modalities 

 12b. Maps 12a2.

13. Static graphic ional dia- ion 12c. Composit
grams 12a3. Body act

14. Sta.-dyn. acoustic aphs 12d. Gr  
15. Sta.-dyn. haptic 12e. Conceptual diagrams  
16. Dynamic graphic   

Arbitrary 
modalities 

   
17. Static graphic   
18. Sta.-dyn. acoustic   
19. Sta.-dyn. haptic   

Explicit 
structure 
modalities 

20. Dynamic graphic   



Basic Co

es that, within its scope, the meaning of physically 
changed among humans or between hu-

ncepts 

The taxonomy assum
instantiated information to be ex
mans and systems, can be categorised as belonging to one of the categories 
shown in Figure 1. 

 

 
gure 1. Varieties of meaning representation. 

Figure 1 says that, at this stage, modality theory addresses meanin

Fi

g rep-
, and that meaning representa-

tio
resented in graphics, acoustics and haptics

n is either standard, in which case it is either linguistic, analogue or ex-
plicit structures, or arbitrary; or meaning is non-standard, in which case it 
can be viewed as a result of applying some function, such as the functions 
used to create metaphorical or metonymic meaning. We now briefly ex-
plain and illustrate each concept in the meaning representation tree. 

Standard meaning is (i) shared meaning in some (sub-)culture. Shared 
meaning is basic to communicative interaction because it allows us to rep-
resent information in some modality in an already familiar way so that 
people in our (sub-)culture will understand. Secondly, (ii) standard mean-



ing is opposed to (shared but) non-standard meaning as explained below. 
Words in the vocabulary in some language, for instance, have standard 
meanings which are explained in dictionaries and thesauri. An image of a 
computer would not have that meaning to Neanderthal man. 

Static/dynamic: static representation is not defined in physical terms 
but, rather, as that which the recipient can perceptually inspect for as long 
as

 way of approximation, at 
le

 abstraction. If we write, e.g.: “A woman walks down 
th

g the sentence is to construct our own (analogue, 
se

g represented. A drawing of a cow more or less 
re

of photo-realistic images to what they represent, such as be-

 it takes, such as a GUI output screen, a blinking icon, or an acoustic 
alarm which must be switched off before it stops. Dynamic representations 
do not allow this freedom of perceptual inspection, such as a ringing tele-
phone which may stop ringing at any moment. 

Compositionality is a standard concept in linguistic analysis according 
to which linguistic meaning can be viewed, by

ast, as built rule-by-rule from syntax to semantics [Jurafsky and Martin 
2000]. For instance, the sentence “Mary loves John” is built in this way 
and systematically changes meaning if the word order is reversed, as in 
“John loves Mary”. 

Abstraction focus is the ability of language to focus meaning represen-
tation at any level of

e stairs”, this is perfectly meaningful even though we are not told things 
like who she is, how she looks or walks, what the stairs and their surround-
ings look like, or whether or not the stairs go straight or turn right or left. 
Language can do that.  

Interpretational scope: to continue the previous example, what we 
tend to do when readin

e below) representation. My representation may be very different from 
yours and none of the two are substantiated by what the declarative sen-
tence about the woman walking down the stairs actually says. This is in-
terpretational scope: we are both “right” but only as far as the standard 
meaning of the sentence goes. For more about interpretational scope and 
abstraction focus, see [Bernsen 1995]. By contrast to these properties of 
linguistic representation, 

Analogue representation is defined through similarity between a repre-
sentation and what is bein

sembles a cow – if not, we have the right to ask if what is being repre-
sented in the drawing is really a cow. However, the word “cow” (German: 
Kuh, French: vache, Danish: ko) does not resemble a cow at all. Both the 
drawing and the word in some language are representations rather than the 
real thing, of course, the difference being that the drawing is an analogue 
representation whereas the second, linguistic representation is non-
analogue.  

Modality theory also deals with more tenuous analogue relationships 
than those 



tw

e often do when creating, e.g., tables or matrices. All we do is 
se

e could understand their communication; kids do it 
w

ot through with non-standard meaning [Lakoff 
19

een a line diagram and what it represents, or between the click-clicks of 
a Geiger counter, or the acoustic signatures of the sonar, and what they 
represent. 

Explicit separation: this notion may not look much because it deals 
with what w

parate columns and rows using more or less straight lines. This is often 
very useful for separation and grouping purposes, however, and GUIs, for 
instance, are full of explicit structures – in windows using multi-layered 
explicit structures, in pull-down menus, etc. However, explicit structures 
are also useful in other modalities, such as when we use a beep to mark 
when the user can speak in non-barge-in spoken dialogue systems, or, in 
particular, in haptics for the blind because the blind do naturally group ob-
jects at-a-glance as the seeing do. Grey colour is used to support perceptual 
grouping in Table 1. 

Ad hoc assignment of meaning: spies, for instance, always did that to 
avoid that anyone els

hen playing the game of having to say “yes” when you mean “no” and 
vice versa until you flunk it; and we all do this when, e.g., using boldface, 
italics, font size, and other means to assign particular (non-shared) mean-
ings to text items. If an ad hoc assigned meaning catches on, which is what 
happens when new phenomena get an accepted name in a language, it be-
comes standard meaning. 

Non-standard meaning function: although we tend not to realise, hu-
man communication is sh

87]. The reason we tend not to realise is that, e.g., metaphors which be-
gan their career as new creative inventions tend to become dead metaphors 
like when we speak of the “shoulder” of a mountain or the “head” of a 
noun phrase. Once dead, it takes a special focus to retrieve their origin and 
the words just behave as conventional standard meanings, like most Chi-
nese characters which began their career as analogue signs. Typologies of 
non-standard meaning typically view each type of non-standard meaning 
as being created from standard meaning through application of some par-
ticular function, such as metaphor – e.g., “He blew the top” – using anal-
ogy with water cooling in a car; or metonomy – e.g., “The White House is-
sued a statement saying ...” – using the familiar physical entity of The 
White House as part-representing-the-whole for the executive branch of 
the US government). 



Modality Taxonomy 

The modality taxonomy is derived from the definitions and distinctions in-
troduced in the previous paragraph. More specifically, the relationship be-
tween Figure 1 and the taxonomy in Table 1 is as follows: 

First, Figure 1 introduces a set of orthogonal distinctions which are 
aimed to capture the core of what it is to represent information in the 
physical media scoped by the theory, i.e., graphics, acoustics and haptics.  

Secondly, based on those distinctions, simple combinatorics mostly ac-
count for the derivation of the taxonomy’s generic level. All other taxon-
omy levels are generated from the generic level. The qualification ‘mostly’ 
refers to the fact that, since the goal of derivation is to arrive at a practical 
toolbox of unimodal modalities which is reasonably intuitive to use by in-
teractive systems developers, some fusions of otherwise separate derived 
categories have taken place [Bernsen 2002]. However, these fusions are all 
reversible, and simply so, should future multimodal interactive systems 
development proceed in novel ways. A typical indicator in the taxonomy 
that such a pragmatic fusion has taken place is the definition of a modality 
as static/dynamic (sta.-dyn. in the taxonomy table), meaning that there is 
currently no useful point in maintaining separate modalities for static and 
dynamic representations of the kind specified. 

Thirdly, the taxonomy does not distinguish between standard meaning 
and non-standard meaning derivations from standard meaning representa-
tions. In fact, it cannot because these are physically indistinguishable. The 
desktop metaphor representation, for instance, is a 2D static graphics plane 
with analogue icons, labels/keywords, explicit structures used for compos-
ing windows and other structures, etc. The fact that this representation is 
intended by its designers to serve as a metaphor is due to its designed simi-
larity with an ordinary desktop. We might describe non-standard meaning, 
being derived from standard meaning, as a sort of third dimension relative 
to the 2D taxonomy. Had the taxonomy been 3D, you would have the 
desktop metaphor stretching out in the third dimension from the modality 
analogue static graphic image (9a). 

Taxonomy Levels 

Before we walk through the taxonomy levels, it is important to set one’s 
mind to unconventional in order not to miss its richness. Consider that, 
among many other things, physically instantiated representations may be 
either 1D, 2D or 3D, that analogue images, diagrams, graphs, etc., can be 
acoustic or haptic and not just graphic, and that time, as well as the pres-
ence or absence of user control of what is being represented, is essential to 



the distinction between static and dynamic representation. An animated in-
terface character (or agent), for instance, is a (2D or 3D) analogue dynamic 
graphic (12) image (12a) whose modalities are facial expression (12a1), 
gesture (12a2) and body action (12a3). And what might an acoustic com-
positional diagram be used for (10c)? 

Super level: since the taxonomy is generated from standard meaning at 
the generic level, the top super level modalities only represent one among 
several possible classifications of the derived generic-level modalities. The 
actual classification in the figure is in terms of linguistic, analogue, arbi-
trary and explicit structure modalities, respectively. However, it is per-
fectly possible and straightforward to re-classify the generic level modali-
ties in terms of, e.g., the underlying media, getting a super level consisting 
of graphics, acoustics and haptics, respectively, or in terms of the static/ 
dynamic distinction. The contents of the taxonomy will remain unchanged 
but the structure of the tree will be modified. 

In the taxonomy shown above, super-level linguistic modalities repre-
sent information in some natural or formal language. Analogue modalities 
represent information by providing the representation with some amount of 
similarity with what it represents. Arbitrary modalities are representations 
which get their meaning assigned ad hoc when they are being introduced. 
Explicit structure modalities structure representations in space or time, as 
when information is structured and grouped by boxes-within-boxes in a 
GUI window.  

Generic level: relative to the super level, the generic level expands the 
super level modalities by means of distinctions between static and dynamic 
modalities, and between the three physical media. Looking at the generic-
level modalities, it is hard to avoid noticing that, in particular, many, if not 
all of the linguistic and analogue modalities are rather unfamiliar in the 
sense that we are not used to thinking in terms of them. This is true: they 
are theoretically derived abstractions at a level of abstraction which most 
of us visit quite infrequently. It’s like trying to think and reason in terms of 
furniture instead of in the familiar terms tables, chairs and beds. In general, 
the atomic-level modalities are very different in this respect.  

The reader may also note that the generic-level arbitrary modalities and 
explicit structure modalities are not expanded at the atomic level. The rea-
son is that, at this point, at least, no additional distinctions seem to be 
needed by developers. If further distinction becomes needed, they can 
simply be added by expanding those modalities, i.e., one, several, or all of 
them, at the atomic level. Similarly, the first three numbered modalities at 
generic level, i.e., the graphic, acoustic, and haptic analogue linguistic ele-
ments, remain unexpanded. This is another example of pragmatic fusion. 
The modalities themselves cover possible languages in all three media 



which use analogue elements, like hieroglyphs or onomatopoetica, for lin-
guistic representation. It would seem slightly contrived today to attempt to 
revive the analogue origins of the elements of many existing languages, 
which is why all discussion of languages in modality theory is done within 
the categories of non-analogue linguistic representation. 

Sub-generic levels: there are potentially an unlimited number of sub-
generic levels of which two are shown in the taxonomy in Table 1. The 
important point is that, in order to generate modalities at sub-generic lev-
els, the definitions and distinctions in Figure 1 are no longer sufficient. 
This means that all generation beyond generic level must proceed by estab-
lishing and validating new distinctions. 

Atomic level: relative to the generic level, the atomic level expands 
parts of the taxonomy tree based on new sets of distinctions that can be 
easily read off from the taxonomy tree. The distinctions are defined in 
[Bernsen 2002].  

While the linguistic and analogue generic-level modalities are generally 
less familiar to our natural or prototypical conceptualisations [Rosch 1978] 
of information representation, their descendant modalities at atomic level 
are generally highly familiar. This is where we find, among many other 
modalities, GUI menu labels/keywords (5b), spoken discourse (6a), Braille 
text (7a), sign language (4a-c), and various static and dynamic analogue 
graphic representations, all thoroughly familiar. However, several of their 
corresponding acoustic and haptic sisters, though potentially very useful, 
are less familiar and may be viewed as products of the generative poser of 
the taxonomy. 

Sub-atomic level: in the taxonomy in Table 1, only a few segments of 
the taxonomy tree have been expanded at sub-atomic level. The top right-
hand corner shows expansion of static written text, labels/keywords, and 
notation (5a-c) into their typed and hand-written varieties, respectively. 
This is a rather trivial expansion which is there primarily to show the prin-
ciple of downwards tree expansion onto the sub-atomic level. We are all 
familiar with the difference it makes to both users and the system if they 
have to read hand-written text as opposed to typed text.  

In the lower right-hand corner, the dynamic graphic image modalities 
are expanded into the non-speech, natural interactive communication mo-
dalities of visible facial expression, (non-sign-language) gesture, and body 
action (12a1-3). This distinction is argued in [Bernsen and Dybkjær, in 
press(b)]). If the animated interface agent also speaks, its multimodal in-
formation representation is increased even more by acoustic speech mo-
dalities (6a-c) and visual speech modalities, i.e., mouth and lip movements 
during speech (8d-f). 



It seems clear that the sub-atomic-level expansions of the modality tax-
onomy tree shown above are incomplete in various ways, i.e., multimodal 
interactive system developers need additional modality expansions based 
on the atomic level. The important point is that everyone is free to expand 
the tree whenever there is a need. The author would very much appreciate 
information about any expansions made and as well as how they have been 
validated. 

Below sub-atomic 1evel: here are a couple of examples of highly desir-
able taxonomy tree expansions at sub-sub-atomic level. Although we still 
don’t have a single complete, generally accepted or standard taxonomy of 
all different types of (non-sign language) gesture (12a2), there is consider-
able agreement in the literature about the existence of, at least, the follow-
ing hand-arm gesture modalities, cf. [McNeill 1992]: 

 
12a2a deictic gesture 
12a2b iconic gesture 
12a2c metaphoric gesture 
12a2d emblems 
12a2e beats (or batons) 
12a2f other 
 
We use the standard expedient of corpus annotators of adding an ‘other’ 

category for gestures which don’t fit the five agreed-upon categories, thus 
explicitly marking the gesture modality scheme as being under develop-
ment. Similarly, if there were a stable taxonomy for facial expression of 
emotion, it would constitute a set of sub-sub-atomic modalities expanding 
facial expression (12a3). 

Some General Properties of the Taxonomy 

In this and the following section, we list a number of properties of the tax-
onomy of input/output modalities and of the modalities themselves, which 
follow from the discussion above. 

Unlimited downwards expansion. The taxonomy tree can be expanded 
downwards without limitation as needed, by analysing, defining, and vali-
dating new distinctions that can serve as basis for downwards expansion, 
as these become relevant in interactive systems design, development and 
evaluation. Conversely, this is also why some parts of the tree have not 
(yet) been expanded beyond the generic level, i.e., the arbitrary and ex-
plicit structure modalities, or the gesture modality. 

Property inheritance. The taxonomy shows that modalities can be ana-
lysed and described at different levels of abstraction. We do this all the 



time when working with modalities but may not be used to thinking about 
what we do in these terms. It follows that the taxonomy enables property 
inheritance. For instance, we can analyse the linguistic modality quite gen-
erally at super level, discovering the general properties of linguistic mo-
dalities we need for some purpose. Having done that, these properties get 
inherited by all linguistic modalities at lower levels. Thus, e.g., spoken dis-
course (atomic level) inherits all properties of the super-level linguistic 
modality as well as the more detailed properties of acoustic linguistic rep-
resentation (generic level). Having analysed the parent properties, all we 
need to do to analyse the spoken discourse modality is to analyse, at 
atomic level, the new emergent properties of spoken discourse at this level. 
The origin of these emergent properties is clear from Table 1: it’s the dis-
tinctions which enabled expansion of generic-level node 6 (linguistic 
static/dynamic non-analogue acoustics) into atomic-level node 6a (spoken 
discourse), i.e., between discourse, text, labels/keywords and notation.  

Completeness at generic level. The taxonomy is claimed to be com-
plete at generic level for the three media it addresses. No disproof of this 
claim has been found so far. However, the taxonomy is not complete at 
lower levels and might never be in any provable sense. 

Some General Properties of Modalities 

Modalities and levels of abstraction: it seems clear that a unimodal 
modality, i.e., a type of information representation in some physical me-
dium, is always being thought of at some specific level of abstraction. 
Since the taxonomy makes this very clear, it might act as a safeguard 
against common errors of over-generalisation and under-specification in 
modality analysis. 

Enumerability: modalities can only be finitely enumerated at generic 
level, and to do that, one has to go back to their derivation prior to the 
pragmatic fusions done in the taxonomy shown in Table 1. This is of little 
interest to do, of course, but, otherwise, it would always seem possible, in 
principle, to create and validate new distinctions and hence generate new 
modalities at sub-generic levels. In practice, though, there is a far more 
important question of enumeration, and this one will always have a rough-
and-ready answer determined by the state of the art, i.e.: how many differ-
ent unimodal modalities do we need to take into account in interactive sys-
tems design, development, and evaluation for the time being? 

Validation: modalities are generated through distinctions, and these dis-
tinctions are more or less scientifically validated at a given time. The pri-
mary method of validation is to apply a set of generated categories to phe-
nomena in data corpora and carefully analyse the extent to which the 



categories are able to account for all observed phenomena both exhaus-
tively and unambiguously. 

Information Channels 

The notion of an ‘information channel’ marks the most fine-grained level 
of modality theory and the level at which the theory, when suitably devel-
oped beyond its current state, links up with signal processing in potentially 
interesting ways. 

Since a modality is a way of representing information in a physical me-
dium, we can ask about the physical properties of that medium which make 
it possible to generate different modalities in it. These properties are called 
information channels. In the graphics medium, for instance, basic informa-
tion channels include shape, size, position, spatial order, colour, texture, 
and time. From these basic properties, it is possible to construct higher-
level information channels, such as a particular font type which is ulti-
mately being used to represent the typed text modality. 

Thus, information channels are the media-specific building blocks 
which define a modality in a particular medium. For instance, we could 
easily define a static graphic black-and-white image modality at atomic 
level (could be the new modality 9a1 in Table 1) and define its difference 
from modality static graphic colour image (9a2) by the absence of the in-
formation channel colour. In another example, the FACS, the Facial Ac-
tion Coding System [http://face-and-emotion.com/dataface/facs/descrip -
tion.jsp], starts from the fact that facial expression is being generated by 
some 50+ facial muscles used in isolation or in combination to form facial 
expressions of our mental and physical states, and specifies Action Units 
(AUs) for representing the muscular activity that produces momentary 
changes in facial appearance. The possible contraction patterns of the mus-
cles are the information channels with which FACS operates. 

Interaction Devices 

Knowledge about modalities and multimodality is about how abstract in-
formation is, or can be, physically represented in different media and their 
information channels, and in different forms, called modalities. This 
knowledge has nothing to do with knowledge about interaction devices, 
and for good reason, because interaction devices come and go but modali-
ties remain unchanged.  

However, and this is the point to be made here, this simply means that 
designers and developers must go elsewhere to solve their problems about 



which physical devices to use for enabling interaction using particular mo-
dalities. And these problems remain interrelated with the issue of modality 
choice. It is often counter-productive to decide to use a particular modality 
for interaction, such as different 3D gesture modalities for input, if the 
enabling camera and image processing technologies currently cannot de-
liver reliable recognition of those gestures. 

Practical Uses of the Theory 

At this point, we have addressed three of the six desiderata listed at the 
start of the present Modalities section, i.e.: (i) identify all unimodal or ele-
mentary modalities which could be used to build multimodal interfaces 
and enable multimodal interaction; (ii) group modalities in one or several 
sensible ways, hierarchically or otherwise; and (iv) a practical toolbox of 
all possible unimodal input/output modalities to choose from. This, argua-
bly, is quite useful in practice because it enables us to know which unimo-
dal modalities there are in the three media scoped by the theory, how they 
are hierarchically interrelated, and how to decompose any multimodal rep-
resentation into its constituent unimodal modalities. Issue (iii) on basic in-
formation on each modality goes beyond the scope of the present chapter 
but will soon be available at www.nislab.dk in the form of clickable tax-
onomy trees providing access to basic information on each modality. 

Equally clearly, however, a practical toolbox of modalities to choose 
from would be far more useful if it came with information about which 
modality to choose for which purpose in interactive systems development. 
This takes us to desideratum (v): guidelines or something similar for which 
modality to use for a given development purpose, or what might be called 
the issue of modality functionality. 

Modality Functionality 

The issue about the functionality of a particular modality lies at the heart of 
the practical question about which modality or which set of modalities to 
use for a given development purpose. As it turns out, modality functional-
ity, and hence modality choice, raises a whole family of issues, i.e.:  

 
• is modality M(a) useful or not useful for development purpose P? 
• is modality M(a) more or less useful for purpose P than an alternative 

modality M(b)? 
• is modality M(a) in combination with modalities M(c, c+1, ...c+n) the 

best multimodal choice given purpose P? 



Moreover, it must be taken into account if modality M(a) is considered 
to be used for input or output because this may strongly affect the answers 
to the above questions. 

Far worse, even, as regards the complexity of the modality choice prob-
lem which we can now see emerging, is the fact that, in interactive systems 
design, development, and evaluation, development purpose P is inherently 
highly complex. In [Bernsen and Dybkjær, in press (a)], we argue that P 
unfolds into sets of component parameters each of which has a set of pos-
sible values, of the following generic parameters: 

 
• application type 
• user 
• user group (user population profile) 
• user task or other activity 
• application domain 
• use environment 
• interaction type 
• interaction devices 
 
Now, if we multiply such multiple sets of development purpose-specific 

values by the modality function questions above and by the sheer number 
of unimodal modalities in our toolbox, we get a quasi-intractable theoreti-
cal problem. Furthermore, intractability is not just due to the numbers in-
volved but also to the fact that many of those sets of component parame-
ters and their sets of values are likely to remain ill-defined forever. 

Still, we need practical answers to the question about which modalities 
to use for a given development purpose. When, after many failed attempts 
to make modality theory directly applicable, we finally discovered the in-
tractability problem just described, we identified (functional) modality 
properties as the primary practical contribution which modality theory can 
make. 

Modality Properties 

Modality properties are functional properties of modalities which charac-
terise modalities in terms that are directly relevant to the choice of in-
put/output modalities in interactive systems design, development, and 
evaluation.  

To study the potential usefulness of modality properties, we made a 
study [Bernsen 1997] of all speech functionality claims made in the 21 pa-
per contributions on speech systems and multimodal systems involving 



spoken interaction in [Baber and Noyes 1993]. In this and a follow-up 
study which looked at a cross-section of the literature on speech and mul-
timodality 1993-1998 [Bernsen and Dybkjær 1999a, 1999b], we analysed a 
total of 273 claims made by researchers and developers on what particular 
modalities were good or bad for. An example of such a claim could be: 
“Spoken commands are usable in fighter cockpits because the pilot has 
hands and eyes occupied and speech can be used even in heads-up, hands-
occupied situations”. It turned out that more than 95% of those claims 
could be evaluated and either justified, supported, found to have problems, 
or rejected by reference to a relatively small number of 25 modality prop-
erties. These are exemplified in Table 2.  

Regarding the modality properties listed in Table 2, it is important to 
bear two points in mind in what follows: (i) the listed modality properties 
are selected examples from the longer list of properties made to evaluate 
those 273 claims made in the literature; and, more importantly, (ii) that 
longer list was made solely in order to evaluate those 273 claims. So the 
list does not have any form of theoretical or practical closure but simply 
includes the modality properties which happened to be relevant for evalu-
ating a particular set of claims about speech functionality. In other words, 
modality theory has more to say about speech functionality, and far more 
to say about modality functionality in general, than Table 2. 

Table 2. Modality properties. 

No. Modality Modality Property 
MP1 Linguistic  

input/output 
Linguistic input/output modalities have interpreta-
tional scope. They are therefore unsuited for specify-
ing detailed information on spatial manipulation. 

MP3 Arbitrary  
input/output 

Arbitrary input/output modalities impose a learning 
overhead which increases with the number of arbi-
trary items to be learned. 

MP4 Acoustic  
input/output 

Acoustic input/output modalities are omnidirectional. 

MP5 Acoustic  
input/output 

Acoustic input/output modalities do not require limb 
(including haptic) or visual activity. 

MP6 Acoustic  
output 

Acoustic output modalities can be used to achieve sa-
liency in low-acoustic environments. 

MP7 Static  
graphics 

Static graphic modalities allow the simultaneous rep-
resentation of large amounts of information for free 
visual inspection. 

MP8 Dynamic  Dynamic output modalities, being temporal (serial 
and transient), do not offer the cognitive advantages 



output (with respect to attention and memory) of freedom of 
perceptual inspection. 

MP11 Speech  
input/output 

Speech input/output modalities in native or known 
languages have very high saliency. 

MP15 Discourse  
output 

Discourse output modalities have strong rhetorical 
potential. 

MP16 Discourse  
input/output 

Discourse input/output modalities are situation-
dependent. 

MP17 Spontaneous  
spoken labels/ 
keywords and  
discourse  
input/output 

Spontaneous spoken labels/keywords and discourse 
input/output modalities are natural for humans in the 
sense that they are learnt from early on (by most peo-
ple). Note that spontaneous keywords must be distin-
guished from designer-designed keywords which are 
not necessarily natural to the actual users. 

MP18 Notation input 
/output 

Notation input/output modalities impose a learning 
overhead which increases with the number of items to 
be learned. 

 
Now back to those studies. Moreover, even though (i) speech in multi-

modal combinations was the subject of only few claims in the first study 
which evaluated 120 claims, and (ii) there were many more claims about 
speech in multimodal combinations in the batch of 157 claims analysed in 
the second study, the number of modality properties used in claims evalua-
tion only went up from 18 in the first study to 25 in the second study. The 
reason why these numbers are potentially significant is that modality prop-
erties may remain tractable in number while still offering significant sup-
port to interactive systems designers, developers and evaluators. 

This likely tractability may be contrasted with several other familiar ap-
proaches. On is the strict experimentalist approach, in which a careful, ex-
pensive, and time-consuming study may conclude, e.g., that X % of Y 
children, aged between 6 and 8, the group being normal in its distribution 
of English speech and manual dexterity skills, in a laboratory setting, using 
a map application, were found to stumble considerably (and here we get 
tables, numbers and percentages) in their speech articulation when they 
used speech to indicate map locations, whereas they found it significantly 
easier to use pen-pointing to input the same information. - Incidentally, 
this short description includes values of all the generic parameters de-
scribed in the previous section. - But what does this result tell practitioners 
who are specifying a different application, with different users and user 
profiles, for a different environment, for a different task, and using par-
tially different input devices? The answer is that we don’t know. Modality 



property MP1 in Table 2, on the other hand, directly says that speech is 
unsuited for specifying detailed spatial information. Furthermore, MP1 
does so without even mentioning speech. Instead, if relies on property in-
heritance from linguistic representation of information in general. 

Another contrasting approach is guidelines of the if-then type. An if-then 
guideline might say, e.g., that if the environment is an office environment, 
if the person is alone in the office, and if the person is not a fast typist, then 
speech dictation might be considered as an alternative to typing. This 
guideline is nice and concrete, it might be true, and it might be helpful for 
someone who develops office applications. The problem is tractability, be-
cause how many guidelines would we need of this kind? Clearly, we 
would need a catastrophic number of guidelines. 

On the other hand, modality properties come at a price to be paid in 
natural intelligence. It is that they focus on the modality itself and its prop-
erties, rather than mention values of the parameters listed in the previous 
section. That’s why modality properties are comparatively economical in 
number: they leave it to the natural intelligence of developers to apply 
them to the parameter values which characterise the development project 
at hand. Arguably, however, there seems to be a rather trivial but important 
point here, i.e., if we want to know what a modality is or is not suited for, 
we need to understand, first of all, the information representation proper-
ties of that modality. So it would seem to be a likely prediction that the 
more useful a guideline is for guiding modality choice in practice, the 
more it resembles a statement of a modality property.  

Multimodal Information Representation 

Modality theory is fundamentally about the unimodal modalities that, as 
building blocks, go into the construction of multimodal information repre-
sentation. Before we look into the process of construction, it is useful to 
briefly discuss the advantages offered by the growing number of in-
put/output modalities that are becoming available. 

Advantages of Multimodality 

Since no two modalities are equivalent, all modalities differ amongst each 
other, as we have seen, in terms of their individual combination of expres-
sive strengths and weaknesses and their relationship with the human per-
ceptual, cognitive, emotional, etc. system. The central implications are that 
the more modalities we can choose from, (i) the wider the range of infor-



mation it becomes possible to express as input or output; and (ii) the higher 
our chances become of identifying a modality combination which has a 
suitable, if not optimal, relationship with the human system for at given 
application purpose.  

If we combine two or several modalities, we ideally get the sum of their 
expressive strengths and are able to overcome the expressive weaknesses 
of each of them taken individually. However, it still remains necessary to 
make sure as well that the combination is possible for, and acceptable to, 
the human users. 

Also, the more modalities we have at our disposal as developers, the 
more we can develop applications for all users, including people with per-
ceptual, cognitive and other disabilities, people with different degrees of 
computer literacy, the 1 billion people who are illiterate, as well as users 
with sometimes widely different preferences for which modalities to use. 
This is often done by replacing information expressed in one modality by, 
practically speaking, the same information expressed in a different modal-
ity, like when the blind get their daily newspaper contents read aloud 
through text-to-speech synthesis. 

Given these limitless opportunities, it is no wonder that multimodality is 
greeted with excitement by all. 

Constructing Multimodality from Unimodal Modalities 

Since we have a theory of unimodal modalities, and, it would appear, only 
because we have something like that, it makes sense to view multimodal 
representation as something which can be constructed from unimodal rep-
resentations, analogous to many other constructive approaches in science – 
from elements to chemistry, from words to sentences, from software tech-
niques to integrated systems.  

This view is sometimes countered by some who do not use modality 
theory, by an argument which goes something like this: the whole point 
about multimodality is to create something entirely new. When modalities 
are combined, we get new emergent properties of representations which 
cannot be accounted for by the individual modalities on their own. Now 
unless one is inclined towards mysticism, this argument begs the question 
about whether and to which extent multimodal combinations can be ana-
lysed, or even predicted, as resulting from an ultimately transparent proc-
ess of combining the properties of unimodal modalities and taking the rela-
tionship with the human system into account. As repeatedly stressed 
above, this process is provably a very complex one in general, but so is the 
field of synthetic chemistry. 



In the remainder of this chapter, we introduce some distinctions in order 
to approach the issue of multimodal construction and remove some of the 
mystery which still seems to surround it. 

Linear Modality Addition and Replacement 

Let us define a concept of modalities which can be combined linearly so 
that the combination inherits the expressive strengths of each modality and 
does not cause any significant negative side-effects for the human system. 
It is very much an open research question which modalities can be com-
bined in this fashion and under which conditions. However, to the extent 
that modalities can be combined linearly, it is straightforward to use the 
modality properties of the constituent unimodal modalities to describe the 
properties of the resulting multimodal representation. The modalities sim-
ply add up their expressive strengths, and that’s that. Let us look at some 
examples. 

Modality Complementarity 

In a first, non-interactive example, we might take a static graphic piece 
of text describing, say, a lawnmower, and add a static graphic image of the 
lawnmower to it, letting the text say what the lawnmower can do and how 
to use and maintain it, and the picture show how it looks. For good meas-
ure, we might throw in a static graphic compositional diagram of the 
lawnmower, showing its components and how they fit together, and cross-
reference the diagram with the text.  

In another, interactive, example, we might put up a large screen showing 
a static graphic Sudoku gameboard and have users play the game using 
spoken numbers and other spoken input keyword commands in combina-
tion with 3D camera-captured and image-processed pointing gesture input. 
A number is inserted into, or deleted from, the gameboard by pointing to 
the relevant gameboard square and uttering a command, such as “Number 
seven” or “Delete this”. A recent usability test of the system showed rather 
unambiguously that this multimodal input/output combination works well 
both in terms of input/output modality expressiveness and in terms of fit-
ting the human system [Bernsen and Dybkjær 2007]. Modality theory 
would predict that the spoken input keywords (other than the numbers 1 
through 9 which are familiar to all Sudoku players), being designer-
designed, might cause memory problems for the users, cf. Table 2, MP 17. 
However, since there were only a couple of them in the application, the 
problems caused would be predicted to be minimal, which, in fact, they 



were. In addition, it would be easy to put up the “legal” keywords as an ex-
ternal memory on the screen next to the Sudoku gameboard to solve the 
problem entirely. 

These two examples are among the classical examples of good multimo-
dal compounds: they work well because they use the complementary ex-
pressive strengths of different modalities to represent information which 
could not easily be represented in either modality on its own. In the first 
example, the complementarity i a-temporal because of the freedom of vis-
ual inspection afforded by the static graphics. In the second example, the 
complementarity is temporal because the speech is being used dynamically 
and therefore the pointing gestures have to occur at the appropriate time 
intervals lest the meaning of the message would be a different one – if, in-
deed, any contextually meaningful message would result at all. In the first 
example, since all component modalities are static, the multimodal repre-
sentation causes no working memory problems nor any perceptual or cog-
nitive conflicts due to pressure to process too much information at the 
same time – indeed, the representation as a whole acts as an external 
memory. The second example makes use of a modality combination which 
is as natural as natural language and is, in fact, learned in the process of 
learning a natural language. These examples do seem to well illustrate the 
notion of linear addition of modalities, i.e., of gaining novel expressiveness 
without significant side-effects, cognitive or otherwise, through modality 
combination. 

Good multimodal compounds need not be as simple and as classical as 
the examples just discussed. We recently tested the usability of a treasure 
hunting game system prototype in which a blind user and a deaf-mute user 
collaborate in finding some drawings essential to the survival of an ancient 
Greek town [Moustakas et al. 2006]. For the blind user alone, the in-
put/output modalities are: spoken keywords output to help the blind navi-
gate the 3D townscape and its surroundings to find what s/he needs; non-
speech sound musical instrument output acting as arbitrary codes for the 
colours of objects important in the game; haptic 3D force-feedback output 
providing the blind user with data for navigating the environment, locating 
important objects, and building a mental map of the environment; haptic 
3D navigation robot arm input through which the blind orientates in the 
environment; and haptic click notation input through which the blind acts 
upon objects important to the game. The usability test of this system 
showed that this multimodal compound worked excellently except for the 
problem of remembering the arbitrary designer-designed associations be-
tween colours and musical instruments, something which, again, is pre-
dicted by modality theory [Bernsen and Dybkjær 2007]. For the purpose of 
the evaluated game, the colour problem would disappear if the objects 



simply described their colour through speech rather than using arbitrary 
non-speech sounds. 

Modality Redundancy 

Linear addition also often works well in another abstract kind of modal-
ity combination which is often termed redundancy. Sometimes it is useful 
to represent more or less the same information in two different modalities, 
for instance because the information is particularly important or because of 
particular values of the user or environment parameters (cf. above). So, for 
instance, we add an acoustic alarm (Table 1, 14) to a visual alarm (Table 1, 
13/16) for increased security in a process plant; or we add visual speech 
(Table 1, 8d-f) to speech output because the user is hard-of-hearing or be-
cause the environment is or can be noisy. The visual speech is actually not 
information-equivalent to the speech but comes close enough for the re-
dundant multimodal representation to provide significant help to users 
when the speech is difficult to hear. Again, no significant side-effects 
would be predicted in these cases. 

Modality Replacement 

In linear modality replacement, one modality (or a combination of mo-
dalities) is replaced by another for the purpose of achieving practically the 
same representation of information as before. Again, many examples can 
be mentioned where this works sufficiently well, such as replacing spoken 
discourse for the hearing by sign language discourse for the deaf and hard-
of-hearing; or replacing static graphic written text for the seeing by static 
haptic Braille text for the blind or hard-of-seeing. Yet again, no significant 
side-effects would be predicted. 

It should be noted that several have distinguished other abstract types of 
modality combination in addition to complementarity, redundancy, and re-
placement, but space does not allow discussion of these, see, e.g., [Martin 
1995] and [Nigay and Coutaz 1993]. 

The conclusion at this point is that in a large fraction of cases in which 
several modalities are combined into multimodal representations, the re-
sulting multimodal representation (i) is largely a straightforward addition 
of modalities, or a straightforward replacement by functionally equivalent 
modalities, with no significant side-effects upon the human system; and 
(ii) that the knowledge of unimodal modalities can be used to good effect 
in predicting the functionality of the constructed multimodal compound. In 
other words, combining modalities can be a straightforward and predict-



able process of construction rather than the creation of a magical concoc-
tion with mysterious properties and totally unpredictable effects. 

Non-linear Effects, Users, Design Detail, Purpose 

However, we now need to return to the huge theoretical complexity of the 
general modality choice problem, this time in a multimodal context.  

In fact, modality choice complexity is such that we do not recommend 
that any novel multimodal combination be launched without thorough us-
ability testing. Modality theory can be very helpful in the analysis and 
specification phase, suggesting modality combinations to be used or left 
out, predicting their expressiveness and potential problems in relationship 
to the human system. But modality theory, however much further devel-
oped, cannot guarantee unimodal or multimodal application success. There 
are many, partly overlapping, reasons for exercising caution. 

The first reason to be mentioned is non-linear effects. For instance, 
nothing might appear more straightforward than to add a voice interface to 
an email system so that the user can access emails without having a static 
graphic text interface at hand. This kind of modality replacement is some-
times called interface migration. However, the user soon discovers things 
like that the overview of the emails received is gone and not replaced by 
any different mechanism, and that the date-time information read aloud by 
the system is (i) unnatural and (ii) takes an exceedingly long time to listen 
to. In other words, while the modality replacement no doubt preserves in-
formation equivalence, something has gone wrong with the relationship 
with the human system. In this case, successful modality replacement is 
not straightforward at all because the entire structure of the email informa-
tion representation has to be revised to arrive at a satisfactory solution. 
Modality theory can tell the developer that, despite their information 
equivalence-in-practice in the present case, the (non-situated) text modality 
is fundamentally different from the (situated) discourse modality, the for-
mer having a tendency to being far more explicit and elaborate, as illus-
trated by the lengthy absolute date-time information provided in the email 
list; and (ii) that speech, being largely a dynamic modality, does not enable 
anything like the information overview provided by static graphics. So the 
theory can advise that developers should be on the alert for non-linear ef-
fects and test for them using early mock-ups, but the actual effects just de-
scribed can hardly be predicted due to their detailed nature. 

A second reason is the users. From a theoretical point of view, both in 
terms of practical information equivalence and in terms of the absence of 
side-effects on the human system, it may be a perfect example of modality 



replacement to replace static graphic text by static haptic Braille text. But 
then it turns out that, for instance, only 5% of the blind Danish users know 
Braille whereas some 80+% of Austrian blind users know Braille. Given 
this marked difference in generic parameter user population profile: com-
ponent parameter user background skills, the modality replacement above 
might be a good idea in Austria whereas, in Denmark, one would defi-
nitely recommend replacing static graphic text by text-to-speech instead. 
Modality theory, of course, has no notion of Braille skill differences be-
tween Austrian and Danish populations of blind users. Or, to mention just 
one more example, the theory has little to say about the notoriously hard-
to-predict user preferences which might render an otherwise theoretically 
well-justified modality addition or replacement useless. 

A third reason is design detail. It may be true in the abstract that, for a 
large class of applications, the addition of a dynamic graphic animated 
human representation adds a sense of social interaction to interactive sys-
tems. But this advantage might easily be annulled by an animation who is 
perceived as being unpleasant of character, daft, weird, overly verbose, oc-
cupying far too much screen real-estate for what it contributes to the inter-
action, or equipped with a funny voice 

A fourth reason is the purpose of adding or replacing modalities. If the 
purpose is a more or less crucial one, such as providing blind users with 
text-to-speech or Braille access to the linguistic modality, this is likely to 
overshadow any non-linear effects, specific user preferences, or design 
oddities. But if the purpose is less essential or inessential – such as adding 
entertaining animations to web pages, small-talk to spoken dialogue appli-
cations, or arbitrary musical instrument coding of colours which could just 
as well be described through another output modality which is actually 
used in the application, such as spoken keywords – then users are likely to 
be far less tolerant to the many other factors which are at play in creating 
user satisfaction. 
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