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Abstract 

There is a fairly good baseline for usability evaluation of task-
oriented unimodal spoken dialogue systems (SDSs) but much 
is still unknown regarding the usability of multimodal and 
non-task-oriented SDSs. This paper reviews and discusses ap-
proaches to usability evaluation of these kinds of SDSs.  

1. Introduction 

We have eventually achieved a rather strong baseline for eval-
uating the usability of task-oriented unimodal spoken dialogue 
systems (SDSs) although some important gaps in our knowl-
edge remain. The knowledge we have comes from national and 
international projects which have contributed in-the-small via 
usability evaluation of the systems built in these projects, and, 
not least, from projects which - based on such individual pro-
jects and evaluation contributions – have tried to generalise 
and propose usability evaluation recommendations. EAGLES 
[19] and DISC [16] are well-known examples of projects that 
have collected and built on experience and results from many 
other projects and proposed guidelines for usability evaluation 
as well as for technical evaluation of SDSs and their compo-
nents. The PARADISE framework [33] is also well-known, 
focusing on a particular metrics for usability evaluation. The 
framework views user satisfaction as a measure of system 
usability and seeks to predict user satisfaction by quantitative 
metrics. See [17] for a review of EAGLES, DISC, PARADISE 
and several other projects. 

However, since research systems for several years have 
been moving beyond task-oriented unimodal SDSs towards 
multimodal task-oriented SDSs and towards non-task-oriented 
conversational SDSs, there is an increasing need for knowled-
ge of how to evaluate the usability of these systems. In many 
respects this remains an open research issue. We are not start-
ing from scratch, however, since it would seem obvious to 
draw on methods and criteria from task-oriented unimodal 
SDS usability evaluation. But we still need to decide – not 
least for non-task-oriented SDSs – what exactly is transferable 
and which new evaluation criteria and metrics are required.  

This paper discusses current trends and reviews some ex-
isting experiences and results in usability evaluation of multi-
modal as well as non-task-oriented SDSs. 

2. Challenges in usability evaluation 

Usability evaluation of SDSs is to a large extent based on qua-
litative and subjective methods and criteria and (mostly) con-
cerns the system as a whole, such as the adequacy of its error 
handling or the spoken interaction naturalness. As mentioned, 
gaps remain in our knowledge of usability evaluation of uni-

modal task-oriented systems. A major gap concerns what usab-
ility actually is and what exactly makes a user like a system. 
We know that there are several contributors to user satisfaction 
but we hardly know them all nor the extent to which each of 
them contributes. Moreover, the importance of each criterion 
may differ across users and user groups. 

In addition, we are faced with a number of new usability 
evaluation issues depending on the type of system we are dea-
ling with. For task-oriented multimodal SDSs, a main chal-
lenge is to find criteria for evaluating the combinatorial 
contribution to usability and user satisfaction of the non-
speech input and/or output modalities. For non-task-oriented 
unimodal or multimodal SDSs, usability evaluation must be 
based on the nature of conversation rather than that of shared-
goal information-exchange dialogue, which poses new 
questions as to which of the criteria typically used in 
evaluating task-oriented SDSs are relevant at all. 

Furthermore, the increasing sophistication of SDSs, 
whichever their modalities and whether task-oriented or not, 
continues to demand new evaluation metrics. For example, 
SDSs may be operated in mobile environments and not only 
in a static environment. There are now research systems 
which include on-line user modelling to provide more flexible 
and adaptive dialogue behaviour. Some systems aim to recog-
nise the user’s emotional state to provide more appropriate 
and natural system reactions. User preferences and priorities 
raise new issues in such systems. Some implications for usab-
ility evaluation are outlined in the following. 

Speech may be a good choice in mobile environments due 
to its modality properties of being hands-free and eyes-free, 
but speech is not very private in public spaces and speech rec-
ognisers are sensitive to noise. Thus, the consideration of 
complementary modalities becomes highly relevant. Mobile 
SDSs raise several evaluation issues which have not been ful-
ly solved, including how (not) to use, and when (not) to use, 
(very) small screens in combination with speech, see e.g. [31]; 
for which purposes (not) to use location awareness and situa-
tion awareness; and when and for which purposes it is (not) 
safe to use displays in, e.g., cars [10][28]. 

On-line user modelling for SDSs is receiving increasing 
attention for several reasons [5]. Users of mobile devices, 
which are usually personal belongings, may benefit from 
functionality which builds knowledge of the individual user. 
Generic user modelling may also be useful. For instance, no-
vice users could receive more extensive interaction guidance 
and users who repeatedly make particular types of error could 
be helped by explicit advice or by adaptation of dialogue 
structure or initiative distribution. General on-line user mod-
elling is an active research area, see, e.g., [9]. Some key eval-
uation questions regarding on-line user modelling concern: (i) 



if the user modelling functionality is feasible and (ii) if it will 
be of benefit rather than a nuisance to the majority of users of 
the application. For instance, even if the system has enough 
information on an individual user, adaptation may fail be-
cause of too primitive update algorithms or insufficient infor-
mation about when the user model has been used. 

Not only recognition of users’ emotional states but also 
system expression of emotion is an active research area [1]. 
For spoken input, the main focus is on prosody [2][23]. 
Regarding multimodal interaction, research addresses areas, 
such as the recognition of facial expressions of emotion [11], 
or speech-cum-facial emotion, as in the ERMIS project 
(www.image.ntua.gr/ermis/) on emotionally rich interaction 
systems. Usability evaluation must consider which impacts 
(positive and negative) emotion modelling has on users.  

User preferences can make life hard for the developer as 
they may contradict what is empirically the most efficient so-
lution. Some users may, e.g., prefer pen-based input to spoken 
input or keypad-based input to spoken input, simply because 
they feel more familiar with GUI-style interfaces [25][31]. 
Depending on the target user group(s), alternative modalities 
may be needed because it is likely that each of them will be 
preferred by some users. This is just one reason why user 
involvement from early on is recommended and why on-line 
user modelling appears attractive. Some preferences we can 
design for, such as modality preferences. Others, however, are 
hard to cope with. Thus, some users may prioritise speed (no 
queues on the line) or economical benefit (queues but cheap 
or free calls), while others prioritise human contact. The 
question is whether we can build systems with a usability 
profile that will make these users change their priorities, and 
exactly which usability issues must be resolved to do so. 

There is a growing body of results from very different 
projects which have built and evaluated various aspects of 
task-oriented multimodal SDSs. Often, the evaluation is done 
in much the same way as for unimodal SDSs but with addi-
tional focus on what the novel modalities might contribute. 
For non-task-oriented SDSs, there are still few results. Below, 
we review some approaches to the usability evaluation of such 
next-generation systems, being aware that this overview is far 
from complete due to space limitations. Rather, we try to ex-
emplify different trends today. 

3. Evaluation of multimodal SDSs 

Broadly speaking, we may distinguish between at least the fol-
lowing approaches to usability evaluation of task-oriented 
multimodal SDSs: (i) Empirical investigations of modality ap-
propriateness, including comparison of SDSs with different 
modality combinations, and evaluation of user preferences. 
Focus is on deciding which combination is best suited for a 
concrete application, user group, environment, etc. (ii) Empi-
rical evaluation of the effects on interaction of animated tal-
king agents. (iii) Theory-based evaluation of SDSs. This is 
typically done early in the development process and is a rela-
tively cheap method, but it does require an appropriate theory. 

3.1. Empirical approaches to modality appropriateness 

3.1.1. System comparisons and frameworks 

To get an idea of how well different modalities work in com-
bination and of their effect on users, several comparative stu-

dies have been made of users interacting with different sys-
tems. Often, the three ISO-recommended usability parameters 
are used in the evaluation, i.e. effectiveness (measured as dia-
logue success rate), efficiency (measured as time to task com-
pletion), and user satisfaction (measured by a questionnaire) 
[24]. For example, Sturm et al. [30] compared a user-driven 
and a mixed initiative multimodal SDS on a train timetable in-
formation task. Both interfaces offered spoken and pen-based 
input and display output. The mixed initiative version used 
speech to guide the dialogue whereas, in the user-driven ver-
sion – mainly for expert users - the user communicated via 
tap-and-talk, i.e., the user indicated on the screen which field 
to fill in next. The effectiveness was found to be approximate-
ly the same for the two interfaces whereas the efficiency was 
higher for the user-driven interface which was also the inter-
face preferred by most users. 

Cohen et al. [12] compared the use of a standard GUI 
interface and an interface with pen and voice input and graph-
ics and voice output. The application was a military task in 
which units and control measures had to be placed on a map. 
They showed that the pen/voice SDS interface was faster, also 
regarding error correction, and strongly preferred by users. 

The parameters of efficiency, effectiveness and user satis-
faction are basically also those we find at the bottom of the 
PARADISE framework [33]. In the German SmartKom pro-
ject, PARADISE has been extended for the purpose of usabil-
ity evaluation of task-oriented multimodal SDSs. SmartKom 
allows input speech and gesture and output via speech and 
screen graphics. SmartKom operates in three environments, 
i.e. home, mobile, and public. The questionnaire used was 
adapted to collect information on the different SmartKom 
scenarios. It includes and extends the usability survey devel-
oped in PARADISE. Also, the measurement of dialogue 
costs, such as dialogue quality, is modified to take into ac-
count that the system includes several modalities which may 
be used in different combinations [3]. 

3.1.2. User preferences 

When speech is the only input/output option, the user is in no 
doubt about which modality to use, no modality is ignored, 
and no modality preferences are catered for. The addition of 
modalities creates the need for usability evaluation of the ap-
propriateness of the offered modalities in relation to applica-
tion and user group, and of the clarity in presentation to the 
user of what they can be used for. 

den Os et al. [15] conducted an expert evaluation of a 
speech and pen input, text and speech output directory assist-
ance service running on an iPAQ. The evaluation showed that 
it must be unambiguous which modalities are available when 
during interaction, if this may vary. If, e.g., speech has been 
available at some point, users will expect speech to remain 
available unless explicitly told that this is no longer the case. 
It is a design challenge to clearly convey which modalities are 
available, and when. The authors subsequently made a user 
test of the same system. The test showed that users have diffe-
rent modality preferences, which affect the way they interact 
with an application. Several other studies confirm that users 
have different modality preferences. Sturm et al. [31] analy-
sed the behaviour, preferences, and satisfaction of subjects in-
teracting with an SDS using speech input/output, pointing in-
put and graphics output. Jameson and Klöckner [25] made an 
experiment showing different modality preferences in a mo-



bile phone task. The task of calling someone while walking 
around could be carried out using speech and/or keypad input 
and acoustic and spoken output and/or display. 

3.2. Animated talking agents 

Animated talking agents (face-only or embodied) have become 
a popular research area. Usability evaluation of these systems 
often concern issues such as life-likeness, perceived intelligen-
ce, credibility, reliability, efficiency, personality, ease of use, 
and understanding quality [8][14][22]. The effect of this kind 
of systems is typically measured either in terms of the user’s 
preferences or via the user’s performance. Dehn and van Mul-
ken [14] conclude that, so far, there is no evidence of any gen-
eral advantage of having an interface with an animated agent 
over one without. This is supported by [13]. It is also in line 
with the findings in [8] who evaluated the effects on commu-
nication of a real-estate talking agent vs. an over-the-phone 
version of the same system, in which only the apartments and 
not the agent could be seen on a screen next to the phone. The 
perception of efficiency seemed to be gender-dependent, but 
users generally liked the system better in the speech-only con-
dition. Probably, the lack of natural human behaviour of the 
agent had a negative effect on users. That this may have an 
effect is to some degree confirmed by the findings in [22] 
where controlled experiments were made on the effects of dif-
ferent eye gaze behaviours of a cartoon-like talking face on the 
quality of human-agent dialogues. The most human-like beha-
viour led to higher appreciation of the agent and more efficient 
task performance. 

Despite the general conclusion in [14] mentioned above, 
agents do exist which appear to improve, e.g., intelligibility 
for users with special problems. Granström and House [20] 
have used a talking head in several applications, including 
tourist information, real estate (apartment) search, aid for the 
hearing impaired, education, and infotainment. Evaluation has 
shown a significant gain in intelligibility for the hearing 
impaired when a talking face is added. Eyebrow and head 
movements enhance perception of emphasis and syllable pro-
minence. Over-articulation may be useful as well when there 
are special needs for intelligibility. The findings in [26] sup-
port these promising conclusions, focusing on applications for 
the hard-of-hearing, children with autism, and child language 
learning more generally. 

3.3. Theory-based approaches 

Usability evaluation is often done by some kind of user tes-
ting, cf. the descriptions above. However, the approach of [18] 
in the Embassi project is a heuristic one. The Embassi system 
is meant for interaction with home entertainment systems and 
allows for speech and gesture input and acoustic and graphical 
output. Heuristic evaluation is motivated as being less time-
consuming and expensive than user testing. Based on the mod-
ality properties in [4], a set of guidelines is derived and used 
together with GUI design guidelines [29] to evaluate modality 
appropriateness.  

Given the overwhelming number of modality combina-
tions which could be compared in principle, it may be worth-
while to further explore theory-based approaches. Potentially, 
much effort could be saved on comparative studies if we can 
establish a solid set of guidelines based on, e.g., modality 
theory as suggested by [18].  

4. Evaluation of non-task-oriented SDSs 

Despite the frequent use of the term ‘conversational’ by re-
searchers today [32] only few non-task-oriented SDSs have 
been developed so far and little has been done regarding their 
usability evaluation. Some of the usability criteria typically 
used for task-oriented systems become irrelevant, such as suf-
ficiency of task coverage, and probably also efficiency and 
informativeness. Instead, other issues arise, such as conversa-
tion success and naturalness.  

The August system [21] allowed users to interact with the 
Swedish author August Strindberg about various topics via 
spoken input, and speech and facial output. It was developed 
in the late 1990s but did not lead to novel usability evaluation 
metrics. The NICE project [6] develops a non-task-oriented 
multimodal SDS enabling “real” conversation with life-like 
fairytale author Hans Christian Andersen via speech and poin-
ting gesture input and speech and graphics output. The usabil-
ity evaluation criteria proposed in the project include several 
known from unimodal task-oriented SDSs, but also include 
criteria for evaluating modalities other than speech, e.g., qual-
ity and adequacy of all input and output modalities. However, 
new challenges are being considered, including metrics for 
conversation naturalness, such as conversation success, com-
mon ground, interlocutor contribution symmetry, topic shift 
adequacy, educational value, and entertainment value [7]. 

It is clearly too early to make any firm conclusions regar-
ding usability evaluation of non-task-oriented SDSs but, 
surely, novel and, in some cases re-defined, metrics will be 
needed as suggested by NICE. 

Cole et al. [13] present ongoing work on tutoring systems 
and envision that it will be possible in the near future to build 
life-like characters that interact with people much like people 
interact with each other. Spoken dialogue technology must be 
combined with computer vision and animated agent technol-
ogy to achieve this goal. An important evaluation criterion of 
such tutoring systems will be if there is any learning benefit. 

5. Conclusion 

We have briefly addressed the current usability evaluation 
baseline for unimodal task-oriented SDSs. We have discussed 
some remaining gaps in our knowledge of usability evaluation 
and some new challenges ahead caused by the increasing 
sophistication of SDSs as well as by research moving into 
multimodal and to non-task-oriented SDSs. We have reviewed 
approaches to usability evaluation in several finished and on-
going projects on multimodal task-oriented and non-task-
oriented SDSs.  

There seems to be a broad need for usability evaluation 
that can help us find out how users perceive these new kinds 
of SDSs and how well users perform with them, possibly 
compared to other types of system. There is a strong wish to 
find ways in which usability and user satisfaction might be 
correlated with technical aspects in order for the former to be 
derived from the latter. We don’t have methods today that 
enable prediction of how well users will receive a system. We 
just know that a technically optimal system is not enough to 
produce user satisfaction. Regarding modality appropriateness 
which is a central issue in multimodal SDSs, modality theory 
may be a promising and powerful approach to usability evalu-
ation of modalities at an early stage. However, user tests of 
the actual design will still be needed, as for unimodal SDSs.  
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